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Abstract

Quasicrystals are remarkable ordered structures without periodic translational
symmetry. They can possess any discrete rotational symmetry including those
that must not be present in periodic crystals. An important characteristic of qua-
sicrystals is the existence of additional degrees of freedom whose excitations lead
to rearrangements of particles. Such rearrangements are called phasonic flips. Sev-
eral material properties like the elasticity of quasicrystals are affected by phasonic
excitations. By now, quasicrystals have been synthesized in experiments and si-
mulations and have even been found in nature.
The aim of this thesis is to contribute to the understanding of the amazing order
and properties of quasicrystals. For this purpose we employ computational simu-
lations of two-dimensional colloidal model systems where mesoscopic particles are
suspended in a liquid. By implementing appropriate external or internal interac-
tions quasicrystalline order of the colloids can be induced.
Significant new insights into the structural and dynamical complexity of quasicrys-
tals are gained. Our results are essentially different from what is known from pe-
riodic crystals. In particular, investigations of the phase behavior of quasicrystals
reveal a surprisingly rich phase diagram. Even in the solid, positional order is
short-ranged due to excited phasonic degrees of freedom, and the transition to
liquid is of first order. Furthermore, we illustrate how the growth of quasicrys-
tals is affected by thermodynamic parameters and phasonic flips. Especially the
growth of nearly defect-free quasicrystals is presented. In addition, we focus on
the dynamics of quasicrystals. The stability of quasicrystals against phasonic per-
turbations is investigated. Particles are identified which easily perform phasonic
flips, while other ones are rather stable. Phasonic drifts lead to complex trajec-
tories of the particles. Even in intrinsic quasicrystals, which form under internal
interactions alone, correlated phasonic flips are found and analyzed.
Our work provides significant progress in theory and simulations of quasicrystals
and our results obtained from colloidal model systems are also relevant for other
fields in physics, chemistry and material science. We expect that our work mo-
tivates further theoretical and experimental research on quasicrystals and might
also advance the design of novel applications based on quasicrystals.
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Deutsche Zusammenfassung

Quasikristalle sind bemerkenswerte geordnete Strukturen ohne periodische Trans-
lationssymmetrie. Sie können jede beliebige diskrete Rotationssymmetrie besitzen,
einschließlich solche, die in periodischen Kristallen nicht auftreten können. Eine
wichtige Eigenschaft von Quasikristallen ist die Existenz von zusätzlichen Frei-
heitsgraden, deren Anregungen zu Umordnungen von Teilchen führen. Solche
Umordnungen werden als phasonische Flips bezeichnet. Verschiedene Materi-
aleigenschaften wie die Elastizität von Quasikristallen werden von phasonischen
Anregungen beeinflusst. Mittlerweile werden Quasikristalle in Experimenten und
Simulationen hergestellt und sind sogar in der Natur gefunden worden.
Ziel dieser Arbeit ist es, zum Verständnis der erstaunlichen Ordnung und Eigen-
schaften von Quasikristallen beizutragen. Dazu verwenden wir Computersimula-
tionen von zweidimensionalen kolloidalen Modellsystemen, wobei mesoskopische
Teilchen in einer Flüssigkeit suspendiert sind. Die Implementierung von externen
oder internen Wechselwirkungen kann eine quasikristalline Ordnung der Kolloide
hervorrufen.
In dieser Arbeit werden wesentlich neue Einblicke in die strukturelle und dynami-
sche Komplexität von Quasikristallen gewonnen. Unsere Ergebnisse unterschei-
den sich deutlich von den bekannten Eigenschaften periodischer Kristalle. Ins-
besondere offenbaren Untersuchungen des Phasenverhaltens von Quasikristallen
ein überraschend vielseitiges Phasendiagramm. Sogar in der festen Phase ist
die Positionsordnung kurzreichweitig aufgrund von angeregten phasonischen Frei-
heitsgraden, und der Übergang zur Flüssigkeit ist erster Ordnung. Des Weit-
eren verdeutlichen wir, wie das Wachstum von Quasikristallen von thermodynami-
schen Parametern und phasonischen Flips beeinflusst wird. Speziell das Wachstum
von nahezu defektfreien Quasikristallen wird vorgestellt. Zusätzlich konzentrieren
wir uns auf die Dynamik von Quasikristallen. Die Stabilität von Quasikristallen
gegen phasonische Störungen wird untersucht. Es werden Teilchen identifiziert,
die bereits bei geringen Störungen phasonische Flips ausführen, während andere
Teilchen eher als stabil klassifiziert werden. Phasonische Driften führen zu kom-
plexen Trajektorien der Teilchen. In intrinsischen Quasikristallen, die sich allein
durch interne Wechselwirkung bilden, werden korrelierte phasonische Flips gefun-
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viii Deutsche Zusammenfassung

den und analysiert.
Unsere Arbeit stellt einen wesentlichen Fortschritt in Theorie und Simulationen
von Quasikristallen dar und unsere aus kolloidalen Modellsystemen erhaltenen
Ergebnisse sind ebenfalls für andere Felder der Physik, Chemie und Material-
wissenschaften relevant. Wir erwarten, dass unsere Arbeit weitere theoretische
und experimentelle Forschungen an Quasikristallen motiviert und zur Entwick-
lung neuer, auf Quasikristallen basierender Anwendungen beitragen könnte.
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Chapter 1

Introduction and outline

Quasicrystals are structures with long-range positional and orientational order but
lacking translational symmetry [1, 2]. Quasicrystalline order in atomic systems was
firstly discovered in 1982 by Dan Shechtman who investigated the structures of
metallic alloys by means of their diffraction patterns [3]. However, it took years
of further research until the International Union of Crystallography was convinced
by the existence of quasicrystals. In 1992 quasicrystals even caused a redefinition
of the term crystal [4]. In 2011 Shechtman was awarded with the Nobel Prize for
his outstanding discovery of quasicrystals [5].
Quasicrystals possess interesting features which are essentially different from the
ones of periodic crystals. The absence of translational symmetry allows for rota-
tional symmetries which are forbidden in periodic crystals [1, 2, 6]. For instance,
quasicrystals with 5-, 8-, 10- or 12-fold rotational symmetry build most easily
among aperiodic structures [7, 8]. Furthermore, quasicrystalline structures show
at least two incommensurate length scales, i.e. the length scales are no rational
multiples. Another characteristic of quasicrystals is their additional degrees of
freedom which cause additional hydrodynamic modes, called phasons [9, 10]. Be-
side phonons, phasons correspond to complex rearrangements of particles [11–14]
and do not cost free energy in the limit of long wavelengths. Local rearrangements
of single particles correspond to localized phasonic excitations and are called pha-
sonic flips. Phasons affect many features of quasicrystals and are of special interest
in this thesis.
By now, atomic quasicrystals were found in numerous metallic alloys of at least
two elements [15, 16]. Recently, quasicrystalline structures were also observed in
mesoscopic systems, for instance soft-matter quasicrystals [17–22]. Even natural
quasicrystals were discovered in rock samples [23].
Quasicrystals are also investigated numerically, e.g. in simulations of colloidal sys-
tems. Colloids are particles with a typical size in the range of microns [24]. Suspen-
sions of colloids dispersed in a solvent show many similarities to atomic systems and
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6 Chapter 1. Introduction and outline

are well-suited model systems. On the one hand, interactions between colloids are
easily tunable, and on the other hand, colloidal suspensions can be influenced by
external fields. In this thesis, we employ different methods and simulation tech-
niques to model two-dimensional colloidal quasicrystals and to investigate their
features.
After a detailed background about quasicrystals in Chapter 2 and a presentation
of employed simulation techniques in Chapter 3 we present the results of our simu-
lations.
In Chapter 4 we induce two-dimensional quasicrystalline arrangements of colloids
by light fields. Interfering laser beams cause light patterns in which colloids are
driven towards the highest light intensity [25, 26]. In principle, arrangements
with any rotational symmetry can be created. The phasonic displacement can be
changed by tuning the phases of the laser beams appropriately [11, 12, 27]. We
generate colloidal quasicrystals with decagonal, octagonal and dodecagonal sym-
metry and calculate characteristic areas of phononic and phasonic displacements
which are similar to unit cells in periodic crystals. We map the colloids inside these
areas and determine the phasonic displacements which are required for phasonic
flips. Furthermore, on the example of quasicrystals with tetradecagonal symmetry
we analyze trajectories of colloids exposed to phasonic drifts, i.e. changes of the
phasonic displacement with a constant rate in time.
In the presence of appropriate internal interactions colloids can also self-assemble
into quasicrystalline structures without any external influences. We employ two
different kinds of interaction potentials: An isotropic Lennard-Jones–Gauss pair
potential [28, 29] which supports two typical incommensurate length scales, and a
modified Lennard-Jones potential with preferred binding angles between the col-
loids (see, e.g. [30]). The latter one models patchy colloids that are furnished with
attractive regions at the surface.
In Chapter 5 we model particles with eight and ten symmetrically arranged patches
in two-dimensional Monte Carlo simulations. In extensive studies we explore the
influence of the patch width on the assembling structures with the goal to obtain
octagonal and decagonal quasicrystals.
In Chapter 6 we model the growth of two-dimensional decagonal colloidal qua-
sicrystals in Brownian dynamics simulations with particles that interact according
to a Lennard-Jones–Gauss potential. We sequentially add particles at a free surface
which corresponds to the growth out of vapor. We analyze the growing structures
for various temperatures and sedimentation rates. In particular, we investigate
the contribution of phasonic flips to the growth process. The studies are extended
to the growth of dodecagonal quasicrystals. Aside from an isotropic Lennard-
Jones–Gauss potential with appropriate length scales, we also model anisotropic
interactions between patchy particles which are known to build dodecagonal qua-
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sicrystals. We compare the grown structures regarding their order and phasonic
flips.
In Chapter 7 we employ event-chain Monte Carlo simulations in order to model
phase transitions in decagonal quasicrystals. The particles interact according to
the Lennard-Jones–Gauss potential with typical length scales of decagonal qua-
sicrystals. A phase diagram for various densities and temperatures is determined.
We examine the validity of the KTHNY theory [31–35], a defect-mediated melting
theory for two-dimensional systems, and the influence of phasons on the melting
process of quasicrystals.
In Chapter 8 we synthesize two-dimensional decagonal quasicrystals from struc-
tures that are periodic in a higher-dimensional space, called hyperspace [36].
The lattice points within a certain acceptance domain are projected onto a two-
dimensional projection plane that corresponds to the physical space. Since phasons
are displacements in the complementary space perpendicular to the physical space,
we are able to incorporate synthetic phasons into the quasicrystal. Conversely, by
embedding intrinsic quasicrystals annealed in physical space into hyperspace, we
detect and analyze phason modes.
Finally, in Chapter 9 we give a conclusion of our results presented in this thesis.
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Chapter 2

Background

In this Chapter a detailed background about quasicrystals is given. We begin
with the historical background and the discovery of quasicrystals in Section 2.1.
The following Section 2.2 is a brief summary of the research about quasicrystals
that developed until today. We also put our work into that context. As a basis
for the following Chapters we define quasiperiodic tilings and their properties and
present common construction methods in Section 2.3. Furthermore, in Section
2.4 the rank is introduced which is an important quantity especially in terms of
quasicrystals. Section 2.5 contains a discussion of phasons which correspond to
complex rearrangements of particles in quasicrystals and are of special interest
in this thesis. Section 2.6 deals with topological defects with a special focus on
defects in quasicrystals. Finally, in Section 2.7 we present the field of colloidal
physics in general and put it into the context of quasicrystals as employed in this
work.

2.1 Discovery of quasicrystals

Before 1982, solid state physics proposed a distinction of solids into two kinds,
namely amorphous solids and periodically ordered crystals. The former ones are
materials whose components do not build an ordered structure. Consequently,
there exists only short-range order between the particles. Amorphous solids are
created, e.g. by rapidly cooling a melt or a fluid.
The second kind of material is ordered crystals. At the end of the 18th century the
mineralogist René J. Haüy established a mathematical theory of crystallography
stating that ordered matter always has to be periodic [37]. Periodicity is a form
of translational symmetry and means that moving the structure about a certain
distance in a certain direction results in the same structure as in the beginning.
Haüy’s theory was supported in experimental studies of diffraction patterns of

9



10 Chapter 2. Background

crystals in the beginning of the 20th century, for instance with the first X-ray
diffraction experiment by Max von Laue in 1912.
An ideal periodic crystal is given by identical structural elements called unit cell.
A space lattice is obtained by periodically putting together the unit cells in a way
that no gaps arise. The vectors that are required for the translation of a unit
cell within the lattice are called lattice vectors. In a classification by Auguste
Bravais the unit cells are composed of parallelepipeds which are adapted to the
symmetry of the structure. Through periodic repetition of such unit cells, the
so-called Bravais lattices are obtained which provide all possible lattice systems.
The lattice points can be furnished with single atoms or several atoms of different
species. In three dimensions there are 14 different Bravais lattices, and in two
dimensions five different Bravais lattices are obtained [38, 39].
In a periodic lattice only crystallographic symmetries can be present which are
restricted to n = 1-, 2-, 3-, 4- and 6-fold rotational symmetries [40]. As already
found by Johannes Kepler in the 17th century [41] only in these cases one can
fill the whole space by one single unit cell that is repeated through translation
without gaps or overlaps. Note that generally, a structure with n-fold rotational
symmetry in real space possesses a discrete diffraction pattern in reciprocal space
with m-fold rotational symmetry, where m = 2n when n is odd and m = n when
n is even.

(a) (b) (c)

(d) (e)

Figure 2.1: (a)-(c) Exemplary unit cells of two-dimensional crystals with 2-, 4- and
6-fold rotational symmetry. Translated copies of the unit cells fill space without
gaps or overlaps. (d) and (e) A pentagon or a dodecagon as unit cell cannot fill
space by repetition. Gaps (white) or overlaps (high color saturation) occur.



2.1. Discovery of quasicrystals 11

In Figures 2.1 (a)-(c) we illustrate unit cells with 2-, 4- and 6-fold rotational sym-
metry that fill space by translation. Rotational symmetries with n = 5 and n > 6
are called non-crystallographic symmetries and were explicitly forbidden [39]. A
periodic arrangement with non-crystallographic symmetry is not possible which is
shown in Figures 2.1 (d) and (e) using the examples of unit cells with 5- and 12-
fold rotational symmetry. Note that single molecules with forbidden symmetries
have been known, but they are not compatible with translational symmetry.

The assumption that all ordered matter has to be periodic was questioned in 1982
when the Israeli material scientist Dan Shechtman performed diffraction experi-
ments of metal samples at the National Bureau of Standards in Gaithersburg,
Maryland [3]. Shechtman produced a solid by rapidly cooling an alloy of alu-
minum and manganese with composition close to Al6Mn and recorded electron
diffraction patterns along different directions. He found a direction within the
solid in which the arrangement of diffraction peaks showed 10-fold rotational sym-
metry. Furthermore, the peaks did not reveal any periodicity. The diffraction
pattern is illustrated in Figure 2.2. Such an arrangement of Bragg peaks can be
related to a structure with 5-fold rotational symmetry in real space. In diffraction
patterns recorded along further directions within the solid Shechtman observed
6-fold and respectively 2-fold rotational symmetries such that later the symme-
try of an icosahedron was revealed (see Section 2.2 for a definition of icosahedra).
Thus, the diffraction patterns suggested a structure with long-range positional and
orientational order, but no periodicity. Shechtman himself was initially surprised
about his discovery which is suggested by three question marks in his transmission
electron microscopy logbook [42].

After Shechtman’s discovery the existence of ordered structures without trans-
lational symmetry was discussed controversially. The majority of the scientific
community did not believe in the existence of such structures [42]. Yet, Shecht-
man stuck to his results and found the material scientist Ilan Blech who was willing
to cooperate with him. Blech developed a model in which three-dimensional icosa-
hedra cover space, and the diffraction pattern conformed to Shechtman’s findings.
In 1984 and 1985, Shechtman and coworkers published their results for the first
time [1, 43].
About six weeks after the first publication, the physicists Dov Levine and Paul
Steinhardt introduced the term ‘quasicrystal’ for the discovered structures with
long-range positional order but lacking translational symmetry [2]. The term
‘quasicrystal’ is a short form for quasi-periodic crystal and emphasizes that the
translational symmetry is only quasi-periodic.
However, skepticism and criticism remained. Shechtman’s main critic was Linus
Pauling, a reputable chemist who received two individual Nobel prizes. During an
American Chemical Society conference Pauling proclaimed in front of thousands of



12 Chapter 2. Background

Figure 2.2: Diffraction pattern found by Shechtman with 10-fold rotational sym-
metry suggesting a structure with 5-fold rotational symmetry in the revealed di-
rection. Adopted figure with permission from [1] (https://doi.org/10.1103/
PhysRevLett.53.1951). Copyright 1984 by the American Physical Society.

scientists that “there is no such thing as quasicrystals, only quasi-scientists” (see,
e.g. [42, 44]). Pauling believed that the non-crystallographic diffraction pattern
resulted from multiple twinning of cubic crystals and published his statement in
prestigious journals [45–48]. Twinning refers to deformation modes in metals [49–
51], in which two independent crystals grow together in a way that they have some
lattice points in common at a twin boundary. The diffraction pattern of a twinned
crystal does usually not reflect the rotational symmetry of the single crystals since
in most cases the two crystals are rotated against each other.
Pauling’s theory was doubted more and more when briefly after Shechtman’s first
publication about quasicrystals scientists all over the world tried to produce qua-
sicrystals from metallic alloys, too, and indeed observed structures with 5-fold rota-
tional symmetry without any evidence of twinning (see Subsection 2.2.2). Though
Pauling’s assumption was proven wrong (see, e.g. [52]) he kept refusing the ex-
istence of quasicrystals. After Pauling’s death in 1994, the main resistance to
Shechtman and quasicrystals vanished.
The discovery of quasicrystals even led to a redefinition of the term crystal. Up
to 1992, the International Union of Crystallography defined a crystal as “a sub-
stance in which the constituent atoms, molecules, or ions are packed in a regularly
ordered, repeating three-dimensional pattern” [4] which implied periodicity. With
the production of quasicrystalline samples that were large enough to be studied
by X-ray microscopy the definition was generalized in 1992: “... By crystal we

https://doi.org/10.1103/PhysRevLett.53.1951
https://doi.org/10.1103/PhysRevLett.53.1951
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mean any solid having an essentially discrete diffraction diagram, and by aperi-
odic crystal we mean any crystal in which three dimensional lattice periodicity can
be considered to be absent” [4]. The redefinition caused a significant paradigm
shift [53] concerning the understanding of the structure of solids. Finally, in 2011
‘quasi-scientist’ Shechtman was awarded with the Nobel prize in chemistry for his
discovery of quasicrystals [5].
Let us note that the given new definition of crystals is only a temporary working
definition which is applied until crystallinity is better understood [54–56]. In more
recent discussions it is argued that the definition is not general enough since it does
not include structures with long-range order but lacking sharp Bragg peaks which
most people would consider as crystal (see, e.g. [57]). For example, structures that
can be obtained by substitution (see Subsection 2.3.5.1) are perfectly determinis-
tic with long-range order. However, such structures do not necessarily possess a
discrete diffraction diagram as studied, e.g. in [58–60]. A less explicit definition
of crystals was suggested that defines a crystal as “a solid that has long-range
positional order” [56, 57]. The topic is still discussed and a further redefinition is
expected.

As described, the discovery of quasicrystals was a long time coming. A possible
reason for the late discovery of metallic quasicrystals is – according to Shechtman
[42] – the usually small size of nanometer scale in samples produced with conven-
tionally applied methods like rapid solidification. The structures could only be
observed by an ideal usage of the transmission electron microscopy which has a
resolution of about 0.1 nm. However, most crystallographers produced diffraction
patterns with X-rays that are only able to resolve larger structures. Another con-
dition for such an outstanding discovery is the belief in oneself and the willingness
of complicated research.
Strictly speaking, Shechtman was not the first one who observed a metallic struc-
ture with 5-fold rotational symmetry. There must be many researchers who dis-
missed similar findings as an experimental artifact or who did not have the courage
to publish the extraordinary observation. For instance, a student of a European
professor found a similar diffraction pattern that Shechtman observed even earlier.
However, he did not show his results to his professor since he was not interested
in staying in the research field [42].
Note that aside from atomic quasicrystals that started the revolution of solid state
physics, macroscopic aperiodic patterns have already been created earlier (see
Section 2.3). However, people did not believe to find systems in which particles
autonomously arrange to quasiperiodic structures.
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2.2 Current state of research

By now, quasicrystals have been synthesized in experiments and simulations or
by theoretical construction methods. In this Section we first describe possible
quasiperiodic arrangements in one, two, and three dimensions before we give a
summary of observed synthesized and natural quasicrystals. We discuss the sta-
bility of quasicrystals and present their properties and potential applications.

2.2.1 Possible quasiperiodic arrangements

Quasicrystals can be realized in several dimensions. A detailed description is pre-
sented in [61, 62]. In one dimension, there are numerous ways of arranging two
or more unit elements without periodicity. A simple example is the Fibonacci
sequence, i.e. a chain composed of two units that are put together aperiodically
(see Subsection 2.3.5.1). In case of two-dimensional quasicrystals, the structures
can either be quasiperiodic in one dimension with a periodic stacking in the other
direction, or quasiperiodicity is given in both dimensions. In the latter case, struc-
tures can principally be created with any rotational symmetry, for instance with
8-, 10- or 12-fold symmetry, but also with crystallographic symmetries.
The classification of three-dimensional quasicrystals is similar. First, three-dimen-
sional quasicrystals can be quasiperiodic in only one dimension, e.g. two-dimensio-
nal periodic layers are stacked with quasiperiodic order in the perpendicular di-
rection. The second group are structures with quasiperiodicity in two dimensions,
e.g. two-dimensional quasiperiodic layers are set periodically one upon the other
such that the resulting structure possesses translational symmetry in the third
dimension [63]. Such structures are referred to as axial quasicrystals. A schematic
illustration is shown in Figure 2.3 (a). As for two-dimensional quasicrystals, the
layers can in principle be constructed with arbitrary rotational symmetry.
The only known structure with non-trivial rotational symmetries in at least three
directions is the icosahedron. For instance, an icosahedron formed in the metallic
alloy investigated by Shechtman [1]. An icosahedron is built from 20 equilateral
triangles and possesses 30 edges and 12 vertices. Five edges and respectively sur-
faces meet in every vertex. An icosahedron possesses six 5-fold rotation axes with
each of them passing through opposite corners of the icosahedron, ten 3-fold rota-
tion axes through the centers of opposite surfaces and fifteen 2-fold rotation axes
through the centers of opposite edges. Figure 2.3 (b) illustrates an icosahedron
from different views along the rotation axes. Note that icosahedra have already
been described by Platon (427 - 347 B.C.) who characterized the composition of
the world mathematically by Platonic bodies [64]. In his notion the elements of
nature are represented by mathematical objects. Among the tetrahedron (fire),
octahedron (air) and hexahedron or respectively cube (earth) the icosahedron rep-
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(a)

(i) (ii) (iii)

(b)

Figure 2.3: Schematic illustration of three-dimensional quasicrystals. (a) Axial
quasicrystal composed of periodically stacked two-dimensional quasicrystalline lay-
ers with decagonal rotational symmetry. (b) Different views of an icosahedron
along (i) a 5-fold, (ii) a 3-fold and (iii) a 2-fold rotation axis.

resents water.
In this thesis we focus on two-dimensional quasicrystals with 8-, 10-, 12-, or 14-fold
symmetry.

2.2.2 Quasicrystals synthesized in experiments and simu-
lations

Briefly after Shechtman’s discovery of metallic quasicrystals, scientists all over
the world worked on the fabrication of further synthetic quasiperiodic structures.
Most quasicrystals found in experimental studies are composed of metallic alloys.
Another field are soft-matter quasicrystals. Also a few quasicrystals are built from
other materials. In addition to experimental studies, quasicrystalline structures
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have also been obtained numerically in simulations with particles interacting ac-
cording to appropriate potentials.
In the following we summarize production methods and the current achievements
in the field.

Metallic quasicrystals

The ground state of most metals is often periodic, e.g. usually body-centered cubic
(bcc), face-centered cubic (fcc) or hexagonal closed-packed (hcp) [39, 65]. Beside
such periodic crystals, meanwhile hundreds of different metallic quasicrystals are
known. They possess 5-, 8-, 10- or 12-fold symmetry, which are the symmetries
that form most easily among aperiodic structures (see Section 2.4). Numerous
quasicrystals consist of ternary alloys, i.e. alloys composed of three different ele-
ments, and many alloys include aluminum as a main component.
Two kinds of metallic quasicrystals have been synthesized. They are classified as
stable or metastable. The first discovered quasicrystal Mn-Al as well as numerous
following examples are thermodynamically metastable which means that they can
conform to a crystalline structure with lower energy when temperature is slightly
increased. Metastable metallic quasicrystals mostly form through rapid solidifica-
tion. During that process the thermal energy of a liquid alloy is decreased rapidly
with typical cooling rates of 104 K/s and more, until the desired temperature is
reached [66]. Quasicrystals generated with this technique include many defects
and are usually only a few microns in size which might be too small for a detailed
analysis [67, 68].
After years of research, stable quasicrystals can be produced. Stable quasicrystals
offer a well-ordered, almost perfect structure that results from the production with
a low cooling rate which typically does not exceed 1 K/s in conventional casting
processes [66]. Large areas of single domains with a small amount of defects de-
velop [67, 68].
Further applied production methods of metallic quasicrystals are chemical or phys-
ical vapor deposition [69].

Most synthesized metallic quasicrystals show icosahedral symmetry with more
than 100 examples known by now [67, 71, 72]. The first stable icosahedral qua-
sicrystal was observed in 1985 by Ball et al. with a composition of Al-Li-Cu-Mg
[73]. Further quasicrystals were observed by Tsai et al. in Al-Cu-Fe ternary sys-
tems [70] with a grain size of about 10µm as illustrated in Figure 2.4. In 2000
Tsai et al. [74] found for the first time stable binary structures with icosahedral
symmetry. Binary structures are composed of two elements, which are Ca-Cd and
Yb-Cd in Tsai’s investigations [74]. The great advantage of binary systems is their
increased order which allows a more precise analysis of the structure. Researchers
intensely investigate the conditions under which quasicrystals composed of only
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Figure 2.4: Grain of a metallic Al-Cu-Fe quasicrystal with icosahedral symmetry.
The structure shows flat surfaces along the symmetry planes. Adopted with per-
mission from [70] (https://doi.org/10.1143/JJAP.26.L1505). Copyright 1987
by The Physical Society of Japan and The Japan Society of Applied Physics.

one component may be stable. Single elements with certain preferred bond angles
potentially lead to a rotational symmetry of quasicrystals [75].
Since 1988 a few tens of decagonal phases have been observed in alloys. The first
stable decagonal quasicrystal Al-Cu-Co was found by He et al. [76] and was con-
firmed by Tsai et al. [77, 78]. Dodecagonal metallic quasicrystals are only rarely
found. The first structure was observed in 1985 in Ni-Cr [79]. A further example
is composed of Ta-Te [80]. Quasicrystals with octagonal symmetry have only been
found in metastable alloys. For instance, the ternary alloys V-Ni-Si and Cr-Ni-Si
build an octagonal quasicrystal with a size of several nanometers [81].
Up to date progress allowed the production of larger quasicrystalline samples in
the range of millimeters to centimenters [82]. Examples are Al-Mn-Pd and Cd-Yb
for icosahedral and Al-Cu-Co for decagonal structures.
Metallic quasicrystals have also been designed numerically in many-particle simula-
tions such as molecular dynamics simulations or Monte Carlo simulations. Simu-
lation methods are described in detail in Chapter 3. Interaction potentials are
often motivated by the effective pair potential of metals which is well-described
by a strong short-range repulsive part followed by a long-range decaying oscil-
lating term [83]. Such oscillations are referred to as Friedel oscillations and are
characteristic of interactions between ions [84].

For instance, the Dzugutov potential [85, 86] describes an oscillating potential. It
consists of a repulsive core followed by a maximum that covers distances typical
of periodic lattices (see Figure 2.5 (a)). The maximum prohibits the formation
of the mentioned close-packed periodic structures. Dzugutov obtained icosahedral
short-range order in systems of one-component particles [85]. Changing the proto-

https://doi.org/10.1143/JJAP.26.L1505
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Figure 2.5: Pair potentials which induce quasicrystalline structures. (a) Dzugutov
potential which facilitates local icosahedral order. (b) and (c) Variations of the
Dzugutov potential which support (b) dodecagonal order and (c) octagonal ar-
rangements. For comparison, the dotted lines illustrate the Lennard-Jones poten-
tial shifted about appropriate constants in y-direction.

col led to an axial quasicrystal with dodecagonal symmetry [86]. However, further
investigations revealed the dodecagonal quasicrystal to be metastable [87]. In two-
dimensional simulations a variation of the Dzugutov potential, i.e. a potential of
the Lennard-Jones type with an additional maximum (see Figure 2.5 (b)), induced
planar dodecagonal quasicrystals [88]. Even octagonal arrangements of particles
in monatomic liquids were found in case of a short-range repulsive potential with
an oscillating tail [89] (see Figure 2.5 (c)).
Further potentials that imitate the interactions in metals are of the Lennard-
Jones–Gauss type [28, 29, 90, 91], i.e. the potential is composed of a Lennard-Jones
potential with an additional Gaussian term which causes a second minimum. En-
gel et al. stabilized two-dimensional quasicrystals with decagonal or dodecagonal
symmetry in systems of identical particles [28, 29, 91]. The Lennard-Jones–Gauss
potential is described in detail in Subsection 3.4.1. Moreover, in 2014 Engel et al.
simulated for the first time three-dimensional icosahedral quasicrystals of identical
particles interacting with an isotropic three-well pair potential [92].
A feature that all potentials have in common is the support of two equilibrium
distances between nearest neighbors. The equilibrium distances are obtained from
the potential minimum at short distance and either the second potential minimum
or the distance behind the potential maximum. Two favored lengths are a good
starting condition for the stabilization of quasicrystals.
Let us note that even though metallic quasicrystals have been found in experiments
as well as in simulations, there is still a gap between both fields. Although the
interactions in numerical studies are motivated by interactions in atomic systems,
it is difficult or even impossible to realize tunable artificially designed interactions
between the particles in experimental atomic systems. In this thesis we employ nu-
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merical simulations of colloidal systems to investigate the conditions under which
quasicrystals build (see, e.g. Chapters 5 and 6). We compare our results to metallic
systems and draw conclusions which conditions support the formation of quasicrys-
tals in metallic alloys.

Soft-matter quasicrystals

Aside from metallic quasicrystals there are materials that form quasiperiodic struc-
tures on the mesoscopic scale. Since 2004 the experimental discovery of quasicrys-
tals in soft condensed matter systems developed. Soft condensed matter is char-
acterized by weak interactions between particles, mesoscopic length scales in the
range of nanometers and energy scales in units of kBT with the Boltzmann constant
kB and the temperature T . Except for one example with octadecagonal (18-fold)
symmetry, all soft quasicrystals found so far in experimental systems possess do-
decagonal symmetry. Thus, the stabilization mechanism is probably different to
the one in metallic quasicrystals. The stabilization of soft-matter quasicrystals
seems to be a consequence of entropic effects, while in atomic metallic systems
strong attractive interactions exist [93].
Basic tiles in soft quasicrystals possess a length scale of about 10 nm−10µm which
is several orders of magnitude larger than the atomic distances in metallic alloys
[94]. Thus, it is possible to observe the dynamics and structure with a light micro-
scope without complicated diffraction experiments [75]. The simple investigation
methods may lead to deeper insights into the properties of quasicrystals. As a
downside, the high structural imperfection in contrast to nearly perfectly built
metallic alloys can cause problems in applications [95].

The first soft quasicrystal was found in 2004 by Zeng et al. within liquid crystal
dendrimers that assembled to dodecagonal phases [17]. Numerous further exam-
ples followed [97]. Since 2005 similar structures were observed in block copolymers
[19, 20, 98] as depicted in Figure 2.6 (a). In 2009 and 2013 also binary mixtures
of nanoparticles that form structures with 12-fold symmetry were found [96, 99]
(see Figure 2.6 (b)). In 2011 Fischer et al. observed the self-assembly of colloidal
micelles in solution to quasicrystalline structures [21]. The structures provided
12-fold symmetry as well as 18-fold symmetry for the first time. A further soft-
matter quasicrystal was observed in 2012 in mesoporous silica [95]. Single grains
are shown in Figure 2.6 (c).
In order to approach the question of their formation and stability, soft-matter
quasicrystals have been investigated numerically in simulations with potentials
that mimic interactions between soft particles. As in simulations of metallic qua-
sicrystals the interactions are chosen to favor two length scales. The first systems
were modeled by Jagla et al. who applied a hard core potential with an addi-
tional soft core in form of a linear ramp [100]. Skibinsky et al. used an attractive
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(a) (b) (c)

Figure 2.6: Experimental soft quasicrystals with dodecagonal symmetry. (a) TEM
(transmission electron microscope) image of block copolymers. Adopted with per-
mission from [20] (https://doi.org/10.1103/PhysRevLett.98.195502). Copy-
right 2007 by the American Physical Society. (b) TEM image of spherical nanopar-
ticles self-assembled to a dodecagonal tiling. Adopted with permission from [96]
(https://doi.org/10.1038/nature08439). Copyright 2009 by Springer Nature.
(c) SEM (scanning electron microscope) image of mesoporous silica illustrat-
ing single grains of dodecagonal symmetry. Adopted with permission from [95]
(https://doi.org/10.1038/nature11230). Copyright 2012 by Springer Nature.

square-well potential [101]. Both methods favor decagonal quasicrystals in two-
dimensional systems of one component. Furthermore, Dotera et al. [102] simulated
two-dimensional disks interacting via a purely repulsive hard-core potential com-
bined with a square-shoulder potential miming a soft shell around a core as found,
e.g. in dendritic micelles [17]. Shoulder and diameter of the hard-cores are tunable.
Beside decagonal and dodecagonal quasicrystals their potential led to imperfect
quasicrystals with 18- and 24-fold symmetry for the first time. Furthermore, in-
teractions between hard electrically charged colloids in a suspension with small
polymer coils were modeled [103]. The osmotic pressure of polymers induced a
short-range attraction in addition to a repulsive Coulomb interaction. Dodecago-
nal quasicrystals were obtained for appropriate parameters.
Further simulations employed polydisperse particles. Models of binary systems
were applied in two dimensions [104–106] and three dimensions [107]. The ratios
of the particles’ radii were chosen to prefer decagonal and icosahedral symmetry.
Iacovella et al. [93] achieved three-dimensional dodecagonal soft-matter quasicrys-
tals and approximants with a potential which models spheres that are function-
alized with mobile surface entities to induce structures with low surface contact
area. Polydispersity of the building blocks prohibits the formation of close-packed
crystals. The models are similar to experiments [17, 21, 108, 109].

https://doi.org/10.1103/PhysRevLett.98.195502
https://doi.org/10.1038/nature08439
https://doi.org/10.1038/nature11230
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Soft quasicrystals have also been modeled with density functional theory. The
free energy of the system is expanded in terms of a density field and a minimiza-
tion of this free energy functional leads to modulations of the density field. E.g.
Archer et al. [110, 111] applied a soft effective coarse-grained interaction potential
that is motivated by features of experimental systems. The potential provides a
shoulder resulting in two length scales modeling polymers, dendrimers or micelles.
Two-dimensional quasicrystals with dodecagonal symmetry were observed. Simi-
lar studies were performed with modified phase field crystal models to investigate
Faraday waves [112] or the stability of decagonal quasicrystals [113]. The studies
were extended to dodecagonal quasicrystals formed from clusters of particles [114].
Further simulations based on dynamical phase field crystal models investigated the
growth of quasicrystals [115, 116]. In an extension to three dimensions a dynami-
cal phase field crystal model was applied to model icosahedral quasicrystals [117].
Another approach for simulations of soft-matter quasicrystals includes patchy par-
ticles, i.e. particles with preferred binding angles. A system of two-dimensional
particles with five regularly arranged patches is modeled by a Lennard-Jones poten-
tial multiplied with an orientational term [118–121]. In such systems quasicrystals
with dodecagonal symmetry are observed for appropriate thermodynamic condi-
tions (see also Chapter 5).
A further surprising observation was made in simulations by Haji-Akbari et al.
[122] who found hard tetrahedra forming dodecagonal structures with a packing
fraction that is much larger than for proposed periodic structures. It is the first
example of non-spherical hard particles that build a quasicrystalline structure.
Since in hard particle systems all allowed configurations possess the same energy,
equilibration is governed by entropy maximization. Consequently, only the shape
of the particles is enough to generate complex structures. Similar studies were
performed with hard triangular bipyramids [123] which assembled to degenerate
dodecagonal quasicrystals, and polyhedra [124] which self-assemble to complex
structures. Among others, quasicrystals were observed.
In this work we model colloidal quasicrystals in numerical simulations with differ-
ent internal and external potentials. On the one hand, insights into the formation
of soft quasicrystals are given. On the other hand, colloids serve as mesoscopic
model systems for atomic systems (see Section 2.7) and we can use our results to
make predictions concerning metallic quasicrystals (see previous paragraph).

Further examples of quasiperiodic structures

Another field of research is quasiperiodic structures induced by external light
fields. Appropriately arranged laser beams generate interference patterns with
quasicrystalline symmetries in which particles are forced towards the highest in-
tensities. Such systems were investigated in simulations of colloidal particles [8, 11–
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13, 27, 125, 126] and hard rods and needles [127, 128]. Experiments [7, 126, 129–
131] were mainly realized by Mikhael et al. with spheres in the range of microns.
In principle, quasicrystals of any desired symmetry can be generated in that way.
We will examine colloids in laser fields in detail in Chapter 4.
Two-dimensional quasicrystalline potentials have also been realized for ultra cold
atoms, e.g. Bose-Einstein condensates, by one-dimensional optical lattices [132–
134] or by two-dimensional optical lattices with octagonal [135, 136] and decagonal
[137] symmetry. In further studies [138] also a Fermi gas of ultra cold fermions
in a two-dimensional quasiperiodic lattice is investigated. The great advantage of
optical lattices is their lack of defects.
Furthermore, quasiperiodic arrangements were included in photonic systems made
up of structures composed of areas (e.g. building blocks) with varying refractive
indices. The components are arranged with quasicrystalline order. The dimensions
of the components possess characteristic length scales in the order of magnitude of
optical wavelengths. Like photonic crystals such photonic quasicrystals influence
the propagation of photons through the structure [139–142]. Possible applications
are described in Subsection 2.2.5.

2.2.3 Quasicrystals in nature

Aside from the numerous quasicrystals that have been synthesized in the labora-
tory or in simulations, also natural quasicrystals are known. In 2009 single grains
with icosahedral symmetry were found within a rock sample that was part of a
meteorite which built more than about 4.5 billion years ago [143] and fell into
earth about 15000 years ago [144]. The rock sample was discovered in Khatyrka,
a village in eastern Russia [23, 144–146], and was initially exposed in an Italian
natural history museum in Florence under the name khatyrkite. The discovery
of the icosahedral grains resulted from further investigations of khatyrkite ini-
tiated by Luca Bindi and Paul Steinhardt. The grains show a composition of
Al63Cu24Fe13, have a size of micrometers and remain stable under standard condi-
tions [23, 144–146]. Due to its icosahedral symmetry the discovered quasicrystal
was called icosahedrite. In Figure 2.7 a section of khatyrkite with incorporated
icosahedrite is depicted.
The discovery shows that quasicrystals can build spontaneously and remain stable
under natural conditions. Interestingly, the composition of icosahedrite is nearly
the same as in Al65Cu20Fe15 which was the first stable icosahedral quasicrystal
synthesized by Tsai et al. in 1987 [70].
The second natural quasicrystal was found in the same meteorite again by Bindi
and Steinhardt et al. [147]. It is the first discovered natural quasicrystal with
decagonal symmetry and is composed of Al71Ni24Fe5. Laboratory studies found
ambient pressure and a narrow temperature range between 1120 K and 1200 K in
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Figure 2.7: Sample of khatyrkite in which the dark regions contain icosahedrite,
the first discovered natural quasicrystal. Adopted with permission from [23]
(https://doi.org/10.1126/science.1170827). Copyright 2009 by The Ameri-
can Association for the Advancement of Science.

which the quasicrystal is stable [147]. Decagonal quasicrystals of the same compo-
sition were synthesized by Tsai et al. in 1989 [148] and are stable within the same
temperature range [149].
Both described natural quasicrystals exhibit nearly perfect structural arrange-
ments comparable to the best synthesized samples [147]. The still remaining ques-
tion is whether quasicrystalline structures may also form under natural conditions
on earth, potentially deeper in the mantle of the earth. According to Bindi and
Steinhardt, there may even be examples of quasicrystals that have not been ob-
served in the laboratory yet [144].

2.2.4 Stability of quasicrystals

So far, it is not yet well understood why certain alloys form quasicrystalline struc-
tures and others do not. A basic question is whether the quasicrystalline structures
are stabilized by energy or entropy or an interplay of both [150–152].
Energetic stabilization would result in a nearly perfect structure as obtained from
construction methods (see Subsection 2.3.5). Due to atomic interactions connected
with microscopic forces the structure is forced into an ideal quasicrystal at low
enough temperatures. Such structures are referred to as deterministic. However,
it is still to be investigated if such forces exist and what their physical origin is.
In such a model it is assumed that the system has a quasiperiodic ground state
which means that primarily energy stabilizes the structure [2, 153, 154].
Another approach is based on entropic stabilization. Elser and Henley proposed
the “random-tiling-model” [104, 105, 155–160] in which the tiles are packed ran-
domly without regarding the matching rules (see Subsection 2.3.5.3). Accord-

https://doi.org/10.1126/science.1170827
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ingly, phasons contribute to the stabilization. Phasons are additional hydrody-
namic modes that cause complex rearrangements of the particles (see Section
2.5). All possible local configurations are supposed to possess the same energy
[104, 105, 157]. The equilibrium configuration is supposed to be the tiling with
maximal entropy [155, 161]. In this description, the question remains whether
random tilings may provide a ground state of a system [162].
It is shown that entropically stabilized quasicrystals exist [28, 162] and the random
tiling hypothesis is also confirmed by Kiselev et al. [163] for decagonal quasicrys-
tals.
Apart from the question of the stabilization mechanism of quasicrystals in general,
we now want to investigate why synthetic as well as natural quasicrystals prefer
certain rotational symmetries. Synthetic metallic quasicrystals possess 5-, 8-, 10-
or 12-fold rotational symmetry. Soft quasicrystals mostly show 12-fold symmetry
except for one example with 18-fold rotational symmetry. These symmetries are
all connected to a low rank (see Section 2.4). More precisely, two-dimensional
quasicrystals with 5-, 8-, 10- or 12-fold rotational symmetry possess a rank D = 4,
while quasicrystals with different symmetries have a larger rank. Indeed, there is
a connection between the rank of a system and its propensity to build appropriate
structures. For instance, the number of incommensurate length scales of a struc-
ture increases with its rank. Two-dimensional structures with D = 4 provide two
length scales, while a rank D ≥ 6 leads to three or more length scales which are
difficult to balance within the growth process [115]. Furthermore, structures with
a low rank possess rational approximants with only small unit cells which facil-
itates their formation. Rational approximants are local quasiperiodic structures
that fill space by translation. In case of light-induced patterns, quasicrystals with
low rank D = 4 build at much lower light intensities than quasicrystals with larger
rank D ≥ 6 [7]. A possible reason is the number density of symmetry centers that
decreases by several orders of magnitude with the rank. Symmetry centers are lo-
cal motifs in the lattice that obtain the highest possible rotational symmetry and
reveal initial sites for quasicrystalline ordering. Consequently, the number density
of symmetry centers determines the propensity of a system to build quasicrystals
[7, 8]. Additionally, it is expected that in the case of larger ranks the quasicrys-
talline layers may possess a large amount of defects and impurities which could
impede the periodic stacking of layers in three dimensions [7].

2.2.5 Properties and applications

Quasicrystals possess many fascinating properties that are completely different
from the ones of periodic crystals. Some of these properties make quasicrystals
be considered as materials with a great technological potential [75, 164]. In the
following we introduce quasicrystals which are possible candidates for applications
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and give an overview of their properties. We summarize applications that have
already been fabricated or could potentially be realized in the future.
In case of atomic quasicrystals, i.e. quasicrystals composed of metallic alloys,
the stable icosahedral alloy Al-Cu-Fe is a quasicrystal with profit-promising fea-
tures and of commercial interest since it is cheap, easily available and non-toxic
[165, 166]. Quasicrystals like Al-Pd-Mn can also be grown as large single grains
[167, 168], but the components are quite precious.
Most properties of metallic quasicrystals deviate from the properties that are ex-
pected from their constituents [169, 170]. For instance, the mechanical properties
of quasicrystals are quite remarkable since quasicrystals are very hard and brittle
at room and intermediate temperatures [171, 172], while they become ductile at
larger temperatures. In particular, the hardness of quasicrystals based on alu-
minum is about 800 − 1000 kg/mm2 for Al-Cu-Fe at intermediate temperatures
[172, 173], which is similar to the hardness of metallic glasses based on iron [174].
As a downside, the intrinsic brittleness of quasicrystals resembles that of ceramics
and provides the main limitation for technological applications. The brittleness
causes a low fracture toughness and the tendency of the quasicrystal to build out
cracks [175]. At high temperatures the transition from brittle to ductile makes
the material deform more and more with applied stress [166, 176–178]. Dependent
on the material’s composition typical transition temperatures to the ductile phase
are about Td = 900 − 1100 K, which means Td > 0.5Tm where Tm is the melting
temperature of the quasicrystal.
The thermal properties of quasicrystals comply even less with the ones of peri-
odic metallic materials. Quasicrystals exhibit a very low thermal conductivity
λ which continuously increases with temperature, probably due to an increased
contribution of electrons for temperatures larger than T = 300 K [166, 179]. How-
ever, within the whole temperature range the thermal conductivity of quasicrys-
tals is separated by one or two orders of magnitude from the thermal conductivity
of pure metals [166, 180] (compare, e.g. λCu = 387 W/mK, λAl = 202 W/mK,
λFe = 80 W/mK, λAl−Cu−Fe = 1.8 W/mK at room temperature [166]). Such a high
thermal resistance is usually known from good thermal insulators or ceramics. Ad-
ditionally, the higher the structural quality of the quasicrystal is, the lower is its
thermal conductivity [181]. Only little deviations from the ideal chemical composi-
tion and defects strongly increase the conductivity. A possible reason could be the
increased mobility of the atoms in the presence of vacancies, which resembles the
behavior of doped semiconductors. Furthermore, the thermal expansion of qua-
sicrystals increases linearly and is similar to the one of iron and steel [166, 182].
The electronic properties of quasicrystals are neither typical of a material con-
sisting of metallic elements. Similar to the low thermal conductivity, a low elec-
tric conductivity or respectively a high electric resistance is observed. At low
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temperatures, phases that are structurally perfect show an electric conductivity
σ = 100− 300 Ω−1cm−1 in Al-Cu-Fe or Al-Pd-Mn alloys which is about six orders
of magnitude lower than for pure aluminum [178, 183]. The electric conductivity
increases with temperature and as well with the amount of defects [178, 183].
Further promising features of quasicrystals are their surface properties, for in-
stance the friction properties. The friction coefficient that results from the friction
between two ideal oxide-free quasicrystals is about one order of magnitude below
the friction coefficient between pure metals [178]. Some quasicrystalline alloys
also show low friction properties when they are in contact with other materials
[169, 184, 185]. Additionally, the adhesion energy with water that results from the
adhesive force between water and the considered surface is lower for quasicrystals
than for common metals, which means that quasiperiodic surfaces do not wet so
easily [178]. Furthermore, as proven in experiments with different environmental
conditions, quasicrystals are relatively unreactive [165, 186], and other materials
do not get stuck so easily on a quasicrystalline surface. Connected to that is the
good resistance to oxidation which was first investigated for icosahedral Al-Pd-Mn
surfaces [187, 188] and later shown for Al-Cu-Fe alloys [189]. However, note that
similar to most metallic crystalline solids the formation of a thin oxide film on
the surface when the material is exposed to air or pure oxygen is not completely
avoidable for quasicrystals either [178].

Due to their brittleness quasicrystals are unsuitable to build the bulk in most ap-
plications. However, two fields of applications are not disturbed by the brittleness,
namely applications with reduced thickness, i.e. coatings, and composite materials
in which quasicrystalline elements are added to periodic solids.
In the field of thin films, the first product on the market was pans with quasicrys-
talline coatings. The pans were fabricated by the French company Sitram with
the trade name cybernox [190]. Since the adhesion of the quasicrystal is much
smaller for many foods compared to a metallic pan, food gets stuck less and the
pan is easy to clean. In addition, due to the hardness of quasicrystals the surface
is only little destroyed or scratched by metallic kitchen equipment. Furthermore,
since quasicrystals become plastic at increased temperatures the quasicrystalline
coating can stand the stress at the interface that results from thermal expansion
of the bulk material. A further advantage is the low thermal conductivity which
results in an even heating of the surface [178, 191]. However, the great problem
of such pans with quasicrystalline coatings is that the addition of salt to the food
etches the coating, which is the reason why the production was stopped [191].
An alternative application are thin films [192, 193], i.e. solid films in the range
of 10−6 − 10−9 m. For example, quasicrystals are potentially suitable for ther-
mal barrier coatings [178, 192], which are usually applied in engines to protect
the metallic part from high temperatures. Due to the low thermal conductivity
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a quasicrystalline coating may increase the thermal gradient between surface and
bulk. Moreover, quasicrystals can stand the shear stress at the interface with the
substrate since they become plastic at high temperatures. An advantage com-
pared to the usually applied zirconia is the larger thermal expansion coefficient of
quasicrystals. However, applications are limited because of the rather low melting
temperature of quasicrystals. A further general problem of quasicrystalline coat-
ings is the high degree of impurities, which arise during the fabrication. Impurities
may increase the propagation of fractures and cause increased wear of the coating.
The wear may cause an increased friction coefficient of the coating. A possible way
to reduce the wear is the addition of a more ductile alloy to the original coating
[178].
The second field of applications comprises composite materials. Small quasicrys-
talline components in the range of nanometers are added to crystalline metallic al-
loys to improve their properties [191]. A concrete product on the market produced
by the Swedish company Sandvik is steel with additional small quasicrystalline
particles. Even though quasicrystals are brittle, in the composite they reinforce
the steel in a way that makes it hard, ductile and resistant to corrosion. Already
realized applications are razor blades and surgery tools [165, 178, 191]. Quasicrys-
talline particles stop the motion of dislocations in the steel such that the material
becomes harder and stronger. Without quasicrystalline content the dislocations
could move freely and the material was easy to bend [191].
Another example is magnesium alloys which are intrinsically of poor corrosion re-
sistance. The addition of Mg-Zn-Nd quasicrystals significantly improves the final
resistance of the material against corrosion [194]. Accordingly, the surface remains
stable for a longer time, which also enhances the life time of the whole solid. A
similar effect is observed for aluminum alloys, copper and low-carbon steel [195].
These materials often suffer from the erosive conditions in their environment which
result in wear. With the addition of quasicrystalline particles the wear resistance
of such soft alloys is improved due to the hardness of quasicrystals.
Another proposed product is quasicrystalline powder composed of small quasicrys-
talline balls. With the balls embedded in plastics, the resulting material is suitable
for production of gears that do not erode because of the strong quasicrystalline
particles that are resistant to wear and friction. An application are ventilators and
fans with plastic gears [191].
Further potential applications are in the field of the aviation industry [192]. The
addition of lithium to an alloy decreases the density of the alloy due to the reduced
atomic weight of lithium which has a positive impact on the fuel consumption.
Since at the same time the mechanical properties of quasicrystals are better than
the ones of periodic crystals, the adoption of quasicrystals in airplanes is a serious
consideration.
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Aside from coatings and composites quasicrystals could also have an influence on
the chemical industry. In chemical reactions quasicrystals might serve as cata-
lysts because they can rise the efficiency of reactions, such as in the production
of hydrogen from methanol [196, 197]. The catalytic activity of quasicrystalline
particles could lead to a replacement of conventional expensive materials applied
in chemistry.
All in all, metallic quasicrystals possess promising properties. However, the re-
alization of applications is still in an early phase of its development [169]. For
instance, it is a challenging task to grow quasicrystals in a way that they can be
used in applications. In this thesis we investigate building mechanisms and prop-
erties of quasicrystals numerically. We relate our results to metallic quasicrystals
with the goal to contribute to a better understanding of their formation which is
also required for applications.

Aside from metallic quasicrystals, photonic quasicrystals provide another field of
promising applications. Similar as in periodic photonic crystals it is possible to
achieve photonic band gaps in quasiperiodic arrangements. In such arrangements
the propagation of light is prohibited for certain frequencies [198–200]. These spec-
tral gaps are obtained by destructive interference of scattered photons, i.e. multi-
ple scatterings of photons oppress electromagnetic waves with certain wavelengths.
Photonic band gaps have already been found in two-dimensional quasicrystals with
12- and 8-fold symmetries [198, 199] as well as in three-dimensional icosahedral
quasicrystals [200].
A possible application of photonic quasicrystals are LEDs [140]. The addition
of photonic quasicrystals within the LED could enhance the light emission and,
compared to photonic crystals, the direction of illumination could be tuned such
that the emitted light shows less directional dependence due to the lack of period-
icity in quasicrystals. Accordingly, the far-field pattern is flatter than for periodic
photonic crystals. Possible illumination applications are projection displays or flat
screen back lighting. Additionally, a wide field of illumination - as required in
automotive headlights - may be obtained by tailored quasicrystals [140].

2.3 Quasiperiodic tilings

In this Section we describe macroscopic quasiperiodic tilings which were discov-
ered long before the first atomic quasicrystals. The Section gives the theoretical
foundation for our studies presented in the following Chapters. We first define
the term tiling and summarize the development of aperiodic tilings. Afterwards,
we introduce the golden ratio – a number frequently occurring in connection with
decagonal tilings. We continue with a selection of quasiperiodic tilings and their
construction methods. Finally, the term of local isomorphism is introduced.
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2.3.1 Definition of tilings

A tiling is a discrete tessellation of space that results from filling space with build-
ing blocks, also called tiles, which may be decorated with particles at well-defined
positions. Since tilings describe a structure in the discrete picture, they are espe-
cially suitable for studying the atomic arrangements and diffraction properties of
the structure [10].
Periodic tilings have already been introduced in Section 2.1 (see, e.g. Figure 2.1).
A periodic tiling can be constructed from only one single tile or unit cell that is
repeated in space through translation. There is an infinite number of tiles of vari-
ous shapes that build periodic patterns. The construction of a periodic tiling with
more than one differently shaped tile is also possible. An interesting approach by
the Dutch artist Maurits C. Escher is periodic tilings composed of basic tiles that
resemble living objects [201].
Quasicrystals do not possess translational symmetry and therefore cannot be built
from translations of one single unit cell. Though, there are other ways to generate
aperiodic tilings. For instance, aperiodic tilings may be constructed with two or
more differently shaped tiles. The tiles are put together according to certain rules
such that the whole space is filled and no gaps or overlaps occur. Rotations and
reflections are allowed [201]. Another example is aperiodic tilings built from only
one tile with differently marked edges and non-trivial construction rules (see, e.g.
[202]). In the following Subsections we give a deeper insight into quasiperiodic
tilings.

2.3.2 Development of quasiperiodic tilings

The discovery of two-dimensional quasiperiodic tilings started centuries ago. In
medieval Islamic architectures quasiperiodic tilings decorated shrines and mosques.
Examples were found in Turkey, India, Afghanistan, Iran and Iraq (see Figure 2.8
(a)). The architects were probably not aware of the mathematical background and
it is assumed that they found the patterns by trial and error [203–206]. In 1525 the
German artist Albrecht Dürer studied the geometry of the plane and found a way to
cover space by regular pentagons with the arising gaps filled by rhombs [207, 208].
A reconstruction of one of Dürer’s drawings is shown in Figure 2.8 (b). In the
beginning of the 17th century the concept was picked up by Johannes Kepler who
constructed decagonal tilings during a study of two-dimensional infinite patterns
[41].

The probably first deliberately found aperiodic tiling is called Wang dominoes. In
1961 the logician and mathematician Hao Wang developed unit squares with edges
marked in certain colors. He assumed that if any set of such Wang dominoes covers
space by putting dominoes with the same edge color together, then the resulting
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(a) (b)

Figure 2.8: Early aperiodic tilings. (a) Photograph of a spandrel from the Darb-i
Imam shrine in Isfahan, Iran. The shrine was built in 1453 and is decorated with
a decagonal tiling. Adopted with permission from [204] (https://doi.org/10.
1126/science.1135491). Copyright 2007 by The American Association for the
Advancement of Science. (b) One of Dürer’s drawings from 1525 (reconstructed
from [207]). The tiling consists of regular pentagons and rhombs.

tiling is periodic [209, 210]. However, Wang was proven wrong when in 1966 his
student Robert Berger found a set of more than 20000 Wang dominoes that cover
space without periodicity [202]. Later, the minimal number of required tiles was
reduced to 13 [211]. In 1971, Raphael M. Robinson replaced the dominoes by
polygonal tiles with bumps or dents at the edges resulting in jigsaw-like pieces.
In that way he generated six tiles that cover space aperiodically when putting
appropriate tiles together [212]. It is supposed that six is the minimal number of
such square based tiles that is required to fill the plane without periodicity [201].
In 1973 and 1974 Roger Penrose discovered further sets of tiles that cover space
without periodicity and which are not based on square tiles. While initially Penrose
“wanted to design something interesting for someone who was in hospital to look
at” [213] he found an aperiodic tiling that is composed of four basic tiles, namely
a pentagon, a pentagram, a tile built from 3/5 pentagram and a rhomb. Today
it is called the pentagon tiling. In continuing studies Penrose found two further
possibilities to describe the tiling by only two basic tiles each. All of his tilings
possess 5-fold rotational symmetry identified by Alan L. Mackay who calculated
the Fourier transforms of the tilings in 1982 [201, 213, 214].

https://doi.org/10.1126/science.1135491
https://doi.org/10.1126/science.1135491
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2.3.3 The golden ratio

A characteristic length scale of aperiodic tilings with decagonal rotational sym-
metry is the golden ratio. In this work we mainly study tilings with decagonal
symmetry and hence often face the golden ratio. In the following we introduce the
golden ratio and some interesting properties of it.
The golden ratio or golden mean τ is an irrational number. Mathematically ex-
pressed, τ is given by the positive solution of the equation

τ 2 − τ − 1 = 0 (2.1)

which leads to

τ =
1 +
√

5

2
= 1.618.... (2.2)

A + B

A B

Figure 2.9: Graphical illustration of τ as the ratio of two lengths.

In a graphical illustration (see Figure 2.9) the golden ratio can be described as the
ratio τ = B/A of two segments B and A that divide a length in a way that the
ratio of the longer segment B to the shorter one A correlates with the ratio of the
whole length to the longer segment B, i.e.

B

A
=
A+B

B
⇒ τ =

1

τ
+ 1 (2.3)

which is also obtained by rearranging equation (2.1).
Curiously, the ratio of the shorter segment A and the difference of the segments
B and A provides τ again, i.e.

A

B − A =
B

A
⇒ 1

τ − 1
= τ (2.4)

which is again in agreement with equation (2.1).
Since τ is an irrational number, the mentioned segments A and B are no rational
numbers. In particular, A takes about 0.382 and B about 0.618 of the whole
length. The approximation of τ by the lengths A and B is quite imprecise. An
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alternative approximation is the ratio of two successive Fibonacci numbers (see
Subsection 2.3.5.1), i.e. τ = Fn+1/Fn. The higher the Fibonacci numbers are, the
more precise becomes the approximation.
Another approach is the expression of τ as a continuous fraction of the form

τ = 1 +
1

τ
= 1 +

1

1 + 1
τ

= · · · = 1 +
1

1 + 1
1+ 1

1+···

(2.5)

or as the continuous square root

τ =
√

1 + τ =

√
1 +

√
1 +

√
1 +
√

1 + · · ·. (2.6)

Moreover, from trigonometrical considerations one obtains

τ = 2 cos(π/5) = 2 sin(3π/10) and
1

τ
= 2 sin(π/10) = 2 cos(2π/5). (2.7)

Apart from quasicrystals the golden ratio appears in several areas of life (see, e.g.
[215] for a summary). For example, the golden ratio is found in nature: The
numbers of petals in flowers often correspond to Fibonacci numbers. Examples
are ordinary daisies with 21 or respectively 34 petals and sunflowers with up to
144 petals. Additionally, in many plants the leaves around a stem are arranged
in a golden angle of about 137.5 degrees. This angle is obtained by dividing a
circle into two parts in a way that the ratio of the arc lengths corresponds to the
golden ratio τ . In such an arrangement the space for each leaf and the amount of
light that attains each leaf is maximal. Another example is the plant sneezewort
(Achillea ptarmica). After a first branching after two months, it branches every
successive month in a way that the numbers of branches correspond to successive
Fibonacci numbers. Also some animals exhibit proportions of the golden ratio.
For instance, the diagonals in a regular pentagon build a pentagram with golden
proportions that are also present in starfish. Even in the human body the golden
ratio is present, for instance as the ratio between forearm and hand. An extensive
study of the proportions of the human body was done by Leonardo DaVinci in his
work of the vitruvian man from 1490. It is speculated that he incorporated golden
proportions in the illustration (see, e.g. [216]).

2.3.4 Examples of quasiperiodic tilings

In this Subsection we examine the already addressed tilings discovered by Penrose
in detail and give an overview of further quasiperiodic tilings.
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Penrose tilings

The tilings constructed by Penrose belong to the most common tilings with 5-fold
rotational symmetry. The rhombus tiling which nowadays is referred to as Penrose
tiling [217] consists of two basic tiles in the shape of rhombs, a fat and a skinny
one. Although initially found by Penrose, Roger Ammann discovered the rhombus
tiling independently in 1976 [201].
Figure 2.10 (a) depicts the single tiles of the Penrose tiling. Geometrical properties
are drawn in. In Figure 2.10 (b) a section of a Penrose tiling is shown.
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Figure 2.10: (a) Basic tiles of the rhombus tiling: a skinny rhomb (left) and a fat
rhomb (right). (b) Section of a rhombus tiling. Data for the positions of the edges
obtained by Matthias Sandbrink.

All side lengths of the tiles are equal. A further length scale is provided by the
diagonals of the tiles: A fat rhomb with side length l0 = 1 possesses a long diagonal
of length l1 = τ , while in the skinny rhomb the length of the short diagonal is
1/l1 = 1/τ . These incommensurate length scales with l1/l0 = τ are typical of a
decagonal quasicrystal. A further characteristic is the ratio of the number of fat
and skinny rhombs in a tiling which approaches τ for a large number of tiles Ntiles,
i.e.

lim
Ntiles→∞

Nfat

Nskinny

= τ. (2.8)

There are several methods to construct the Penrose tiling, for example by match-
ing rules (see Subsection 2.3.5.3) or as a projection from a higher-dimensional
space (see Subsection 2.3.5.2). The Penrose tiling can also be expanded to three
dimensions in a way that space is filled aperiodically resulting in an icosahedral
quasicrystal (see, e.g. [6, 218, 219]).
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Another tiling constructed by Penrose is the kite-and-dart tiling which is also com-
posed of two basic tiles. Their forms resemble a kite and a dart as depicted in
Figure 2.11 (a). The denomination was given by John H. Conway who studied the
tiling intensely [201]. A section of a kite-and-dart tiling which can be obtained by
matching rules (see Subsection 2.3.5.3) is illustrated in Figure 2.11 (b).
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Figure 2.11: (a) Basic tiles of the kite-and-dart tiling: a kite (left) and a dart
(right). (b) Section of a kite-and-dart tiling.

As in the rhombus tiling, there are two incommensurate length scales with a ratio
τ , and the ratio of the number of tiles in a tiling reads

lim
Ntiles→∞

Nkite

Ndart

= τ. (2.9)

Further quasiperiodic tilings

By now, numerous quasiperiodic tilings with different rotational symmetries are
known. The most famous tilings possess 8-fold, 10-fold or 12-fold rotational sym-
metry, which correspond to the quasicrystalline symmetries that build most easily
(see Section 2.4).
An example of a tiling with 10-fold rotational symmetry is composed of Tuebingen
triangles, i.e. two differently shaped triangles discovered by a group in Tübingen
[220]. A further development led to a Tuebingen tiling composed of five basic tiles
as illustrated in Figure 2.12 (a). The tiling possesses two incommensurate lengths
l0 and l1 with a ratio l1/l0 = τ . Common tilings with 8-fold rotational symmetry
are the Ammann-Beenker tilings which are composed of rhombs and squares and
show two typical length scales with l1/l0 =

√
2. A section of an Ammann-Beenker

tiling is depicted in Figure 2.12 (b). Ammann found the tiling by putting the
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2.12: (a)-(d) Sections of two-dimensional tilings with different rotational
symmetries. (a) Tuebingen tiling with decagonal (10-fold) rotational symmetry,
(b) Amman-Beenker tiling with octagonal (8-fold) rotational symmetry, (c) shield
tiling and (d) square-triangle tiling each with dodecagonal (12-fold) rotational
symmetry. Red dots represent the positions of particles. A tiling is drawn by
connecting next neighbor particles. The positions of the Tuebingen tiling, the
Ammann-Beenker tiling and the shield tiling are obtained from the minima in a
corresponding potential landscape (see Section 4.2). The positions of the square-
triangle tiling are obtained from substitution rules (courtesy of Matthias Sand-
brink). (e)-(h) Structure factors of the depicted tilings in reciprocal space. Point
sizes reveal the intensities of the peaks.

basic tiles together, Beenker discovered it independently by mathematical calcula-
tions [221]. Tilings with 12-fold symmetry are provided, for example by the shield
tilings, which were discovered by Gähler [222] and are composed of squares, equi-
lateral triangles and tiles in the shape of a shield (see Figure 2.12 (c)). Further
tilings with 12-fold symmetry are the square-triangle tilings [223] with appropri-
ate two basic tiles. A section of a square-triangle tiling is illustrated in Figure
2.12 (d). The illustrated dodecagonal tilings offer two typical lengths with a ratio
l1/l0 =

√
3.

All depicted patterns possess two incommensurate lengths. The length scales are
given by the reciprocal lattice vectors (see also Subsection 3.4.4). The tilings are
usually obtained by connecting nearest neighbor particles with a distance of the
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short length scale. An extensive selection of further tilings with two or more in-
commensurate lengths is presented in [224].
In Figures 2.12 (e)-(h) we show the corresponding structure factors of the depicted
tilings. The structure factor is a measure of the particles’ positions in reciprocal
space and illustrates the rotational symmetry of a system (see Subsection 3.5.2).
Perfect quasicrystals possess discrete Bragg peaks of small width. For an improved
contrast in the illustration we integrate over the peak intensities. At the positions
of the peaks we plot points with a radius that is proportional to the integrated
intensities.
In this thesis we investigate systems of particles that arrange to the tilings illus-
trated in Figure 2.12 in detail.

2.3.5 Construction methods

Due to the lack of translational symmetry, the construction of quasiperiodic tilings
is more complex than the construction of periodic tilings. In the following, we
introduce different convenient methods to generate tilings with quasicrystalline
symmetries.

2.3.5.1 Substitution method

The substitution method is based on the repeated replacement of single elements
by further elements. For instance, the Fibonacci word sequence which describes a
quasicrystal in one dimension can be obtained by substitution. The Fibonacci word
sequence is composed of two elements denoted by L and S. For its construction we
begin with an element L. In the following steps we substitute L→ LS and S → L.
By applying the substitution again and again, the Fibonacci word sequence grows.
The first five iterations lead to

L

LS

LSL

LSLLS

LSLLSLSL

LSLLSLSLLSLLS.

(2.10)

After n steps of substitution one obtains Fn+1 segments of the species L and Fn
segments of species S. The integers Fn denote the Fibonacci numbers and are
given by the recursion formula Fn = Fn−1 + Fn−2 with the first two numbers
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F1 = F2 = 1. Accordingly, the Fibonacci numbers read

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, ... (2.11)

and build the Fibonacci sequence. A curious observation is that the ratio of two
consecutive Fibonacci numbers approaches the golden ratio τ for large numbers,
i.e.

lim
n→∞

Fn+1/Fn = τ. (2.12)

Aside from one-dimensional quasicrystals, one can also construct two-dimensional
quasicrystals by substitution: The construction procedure starts with a two-dimen-
sional basic tile of the desired tiling. The tile is expanded by multiplying it with
an appropriate inflation factor q > 1. By following certain substitution rules the
expanded tile is decomposed into smaller tiles that correspond to the basic tiles of
the desired tiling. Iterations of this process result in an ever growing tiling within
the boundaries of the expanded starting tile.

(a) (b)

Figure 2.13: Substitution of the basic tiles of (a) the rhombus tiling and (b) the
kite-and-dart tiling. The inflated basic tile (blue) is substituted by basic tiles
bordered by continuous lines.

In Figure 2.13 we illustrate substitution rules for the basic tiles of the rhombus
tiling (see Figure 2.13 (a)) as well as the kite-and-dart tiling (see Figure 2.13 (b)).
The inflation factor is the golden ratio, i.e. q = τ . Note that in our examples
the inflated tiles cannot be completely filled with basic tiles. Certain areas are
not covered and at other areas the basic tiles exceed the inflated tile. However,
by iterating the depicted substitutions proper tilings without gaps or overlaps are
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achieved. The resulting tilings comply with the matching rules (see Subsection
2.3.5.3).
Other tilings can also be constructed by substitution [224]. In tilings with a sym-
metry different from five, the inflation factor is different from τ . For example, the
Ammann-Beenker tiling has an inflation factor q = 1 +

√
2. There are also known

substitution rules for tilings with, e.g. 7-, 9- or 11-fold symmetry [224]. However,
the rules may become complicated and the number of required rules increases with
the number of basic tiles.

2.3.5.2 Projection and section method

Quasicrystals can be constructed from projections or sections of structures in a
higher-dimensional space, called hyperspace [36]. While many quasicrystals can
be obtained from periodic arrangements in hyperspace, for other quasicrystals the
hyperspace structure is rather complicated, e.g. in the form of fractals. In order to
obtain a quasicrystal, lattice points in the hyperspace within a certain acceptance
domain are projected onto a space of lower dimension. For example, the Penrose
tiling can be constructed by projecting a five-dimensional cubic lattice onto a
two-dimensional plane [218, 225, 226].
Since it is difficult to depict a five-dimensional hyperspace, we demonstrate the
method using the example of a two-dimensional square lattice in which points
within the acceptance domain are projected onto a one-dimensional space given
by a line (see Figure 2.14). The line is referred to as projection line. The accep-
tance domain is a rectangle parallel to the considered projection line. In order
to achieve an infinitely large structure the rectangle needs to be infinitely long in
parallel direction. The height of the acceptance domain is usually defined in a
way that it is maximal but no unit cell of the square lattice lies completely inside
the acceptance domain, i.e. at most three points on the edges of each unit cell are
projected onto the line (see Figure 2.14 (a)). Regarding that condition the height
h of the acceptance domain reads h = a(cos(α) + sin(α)) with the lattice constant
a and the angle α between the x-axis and the projection line. In our examples the
projection line lies within the acceptance domain. Note that we can also shift the
line or the acceptance domain independently.
The projected points show long-range positional order. If the slope of the pro-
jection line is irrational, we obtain an arrangement of projected points without
translational symmetry, i.e. a quasicrystal. In Figure 2.14 we illustrate the special
case of the irrational slope 1/τ with the golden ratio τ (see Subsection 2.3.3). For
that choice the distances between the projected points build a Fibonacci sequence.
Note that the Fibonacci sequence is not the only quasiperiodic lattice that can
be obtained by projection. Modifying the slope or acceptance domain can result
in further quasiperiodic arrangements. However, even a very small change of the
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Figure 2.14: Projections of points within a two-dimensional square lattice onto a
projection line with slope 1/τ . The acceptance domain is depicted as a gray rect-
angle. A Fibonacci sequence of long (L) and short (S) segments is obtained. (a)
Determination of the size of the acceptance domain by the outermost vertices of
the dark gray unit cell. (b) Shift of the acceptance domain along the physical space
E|| resulting in a phononic displacement. The projected points are shifted about
a distance proportional to the displacement of the acceptance domain. (c) Dis-
placement of the acceptance domain along the perpendicular space E⊥ resulting
in a phasonic displacement. Some segments of the sequence rearrange which corre-
sponds to phasonic flips indicated by arrows. (d) Combination of displacements in
physical and perpendicular direction in a way that the original arrangement does
not change.
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slope such that it becomes rational leads to a periodic arrangement of projected
points.
The subspace in the direction of the projection line is called the physical or real
space E||. The perpendicular direction refers to the mathematical dimension with
the subspace E⊥ called perpendicular or complementary space.
A presentation of a quasicrystal as projection of a periodic structure in a higher-
dimensional space can be used to detect phononic and phasonic displacements.
Phononic displacements correspond to a translation of the acceptance domain in
physical direction (see Figure 2.14 (b)). Phasons are characteristic of quasicrys-
tals and are due to additional degrees of freedom that arise as a consequence of
the periodicity in hyperspace. Phasons are defined and explained in more detail
in Section 2.5. Phasonic displacements can be described by displacements of the
acceptance domain along the perpendicular direction. In this case the quasicrys-
talline structure rearranges as depicted in Figure 2.14 (c). Note that for certain
combinations of displacements in E|| and E⊥ the projected points remain at the
same positions as without any displacement (see Figure 2.14 (d)). These displace-
ments are called characteristic displacements and correspond to the lattice vectors
of the hypercrystal.

A method similar to the described projection method is the section method. Using
again the example of a square lattice, line segments of length h = a(cos(α)+sin(α))
directed along the perpendicular space E⊥ are put onto the lattice points. The
length of the segments corresponds to the width of the acceptance domain in the
projection method. Line segments of points close to the projection line divide the
line into long and short segments which again provide the Fibonacci sequence in
case of α = atan(1/τ).
In order to construct two- or three-dimensional quasicrystals the procedure has
to be generalized. The hyperspace with the embedded periodic structure has to
be at least of the dimension D where D denotes the rank of the structure (see
Section 2.4). For instance, to obtain two-dimensional quasicrystals with decagonal
rotational symmetry one needs a hyperspace of at least D = 4 dimensions.
In this thesis we describe the construction of a two-dimensional decagonal qua-
sicrystal that is derived from a five-dimensional integer lattice (see Section 8.1).

2.3.5.3 Matching rules

Another method to obtain quasiperiodic tilings is putting together at least two
different basic tiles under consideration of matching rules, which enforce perfect
quasiperiodic arrangements. Note that a perfect tiling describes the ground state
of a system without phasonic flips. In contrast, a random tiling is assumed to form
due to entropic effects and phasons can be present [151]. Matching rules allow to
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place only certain tiles next to each other whose edges are marked appropriately,
for instance by same colors or symbols.
In Figure 2.15 we illustrate the matching rules for the rhombs in the rhombus tiling
(see Figure 2.15 (a)) and the kites and darts in the kite-and-dart tiling (see Figure
2.15 (b)). The matching rules are given by arrows at the edges of the tiles. Tiles
are allowed to be put together if the direction and number of arrows at touching
edges coincide.

(a) (b)

Figure 2.15: Matching rules for Penrose tilings composed of (a) rhombs and (b)
kites and darts. Tiles are only allowed to lie side by side if the direction and
number of arrows at touching edges coincide.

To construct a tiling it is started with one basic tile. Further tiles are added ra-
dially according to the matching rules. At some positions the neighboring tile is
unambiguously prescribed. At other positions there is the possibility of attaching
several tiles and the choice can lead to contradictions in the further construction.
Such contradictions represent defects in the structure. It was believed that the ar-
rangement of distant tiles needs to be known to avoid defects [155], which includes
that global, long-range rules are required [227]. However, according to Gardner
[201] an infinite tiling may be built by simply first filling prescribed areas. In
another approach of Onoda et al. [228] additional rules concerning the vertices are
required to build a defect-free tiling. In both approaches the matching rules are
only local and represent short-range interactions, which contradicts to the assump-
tion that long-range interactions are necessary for the growth of a perfect Penrose
tiling as discussed in [229].
Due to not always uniquely prescribed neighboring tiles an infinite number of
tilings may arise from the construction according to the matching rules. All these
tilings have the same local isomorphism class [152] (see also Subsection 2.3.6). Vi-
olations of the matching rules during the construction, i.e. a rearrangement of the
tiles, may be interpreted as local phasonic flips and a resulting random tiling.
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Note that each tiling which is obtained by substitution rules can be built with fi-
nite matching rules [230]. The matching rules are much more complicated in case
of tilings different from the Penrose tiling (see, e.g. [231, 232]) and become more
and more complex for systems with higher symmetries. In two dimensions, there
are no matching rules known for quasicrystals with a rotational symmetry higher
than 14 [233].
Let us note that atoms in real quasicrystalline systems are not connected by lines
nor arrows. However, one can establish a connection between the described tiling
models and atomic quasicrystals [152, 160]: The tiles represent stable clusters
that the atoms are supposed to build. Local matching rules correspond to local
interactions between the tiles, i.e. interactions of finite range. These interactions
represent the atomic interactions between the clusters in metallic alloys that favor
quasiperiodic order. I.e. local matching rules represent sufficiently strong atomic
interactions to induce a perfect quasicrystal. Violations of the matching rules
mean weak atomic interactions that cause a random tiling and can be neglected
at high temperatures.

2.3.6 Local isomorphism

A large number of quasiperiodic tilings is known which can be completely different
or provide certain similarities. Two tilings are completely different if their global
and local structures are different. Such tilings are built from different sets of basic
tiles. In case of tilings built from the same basic tiles relations may occur: Two
tilings are said to be equivalent if a simple translation or rotation of one tiling
results in the other one. Furthermore, two tilings are locally isomorphic or of the
same local isomorphism (LI) class if the patterns are maybe different concerning
the global structure but indistinguishable in any finite region [154]. A proper
definition reads: “Two tilings are locally isomorphic if and only if given any point
P in either tiling and any finite distance d, there exists a pure translation of the
other tiling that causes the two to coincide everywhere in a circle of diameter d
around P ” [154].
An example of local isomorphisms is the Penrose tilings. Penrose showed that each
finite area in a chosen Penrose tiling is found somewhere in every other Penrose
tiling. Even more fascinating is that it is contained infinitely many times in every
tiling. Hence, the translational repetition of unit cells in periodic tilings is replaced
by a repetition of finite areas in quasiperiodic tilings [201].
Infinite tilings of the same LI class cannot be distinguished by measurements,
i.e. they are physically indistinguishable. For instance, their diffraction patterns
possess the same wave vectors and even the same intensities of the Bragg peaks.
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2.4 Rank

Crystals and quasicrystals can be classified according to their rank D. The rank is
defined as the minimal number of basic vectors or respectively linearly independent
wave vectors that are required to span the reciprocal lattice of the structure. The
rank is always bigger than or as big as the dimension d of the lattice [56, 234].
For the calculation of the rank we consider the number ni of incommensurate
length scales, which is given by the number of rationally independent lengths
when projecting the wave vectors of the reciprocal lattice on a straight line. In
a periodic crystal, there is only one length scale per direction, i.e. ni = 1. A
quasicrystal can possess two or more incommensurate length scales per direction.
The rank is given by D = ni · d with the dimension d of the system. Accordingly,
in a periodic structure it is D = d, and in quasiperiodic structures D > d.
Mathematically, the rank of a two-dimensional structure can be determined with
Euler’s phi function ϕ(n). For every natural number n it provides the number of
positive integers which are smaller than n and relatively prime to n, i.e.

ϕ(n) = |{a ∈ {1, . . . , n− 1}| gcd(a, n) = 1}| (2.13)

with gcd(a, n) denoting the greatest common divisor of a and n. The rank of a
two-dimensional quasicrystal with n-fold rotational symmetry reads D = ϕ(n) [8].
The first values of ϕ(n) are given in Table 2.1.

symmetry n 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

rank D = ϕ(n) 2 2 4 2 6 4 6 4 10 4 12 6 8 8 16 6

Table 2.1: Values of Euler’s phi function ϕ(n) that provides the rank D of a
two-dimensional structure dependent on its symmetry n. Table after [8].

The rank of a quasicrystal gives information about the structure. For instance,
quasicrystals with a low rank build most easily (see Subsection 2.2.2). Further-
more, the rank gives the minimal dimension of the hyperspace needed for the
construction of a quasicrystal (see Subsection 2.3.5.2). The rank also provides the
number of hydrodynamic variables in a system (see Subsection 2.5.1).

2.5 Phasons

Under the influence of heat there can arise thermal excitations in quasicrystals.
One kind of excitation is phonons that are also known from periodic crystals. Par-
ticles fluctuate around their steady positions with amplitudes that increase with
rising temperature. The collective thermal fluctuations of many particles result in
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phononic modes with certain wavelengths. In the case of long-wavelength fluctu-
ations such phonons do not cost free energy [38].
Like phonons, phasons are another kind of thermal excitations that are charac-
teristic of quasicrystals [9, 10]. Phasons correspond to complex rearrangements of
the basic tiles that the quasicrystal is built from. Local rearrangements are called
phasonic flips [10].
Phasons can arise in different ways. On the one hand, correlated phasonic flips
cause phason modes that (like phonons) do not cost free energy in the limit of long
wavelengths [10–14, 235]. On the other hand, phasonic flips can also occur in an
uncorrelated way. In this case they correspond to excitations of finite wavelength.
Phasons arise as a consequence of the quasiperiodicity and the connected addi-
tional degrees of freedom in quasicrystals [10]. Their occurrence can be explained
either with the description of a quasicrystal as a projection from a regular lattice
in a higher dimensional space (see Subsection 2.3.5.2), or in a general continuum
description. In the former case a displacement of the acceptance domain along the
perpendicular space results in a phasonic displacement (see Figure 2.14 (c) in Sub-
section 2.3.5.2) and hence local phasonic flips occur. In the continuum description
phasons are defined as hydrodynamic modes.
Phasons are of special interest in this thesis. In the following phasonic modes are
described in the continuum picture. We continue with examples of possible local
phasonic flips in selected quasicrystalline tilings as employed in this thesis. Finally,
recent findings in the field of phasons are summarized.

2.5.1 Phasonic modes

In the following we describe hydrodynamic modes – especially phasonic modes –
in the continuum picture. Hydrodynamic modes are elementary excitations within
fluids or – in a coarse-grained view – within continuous structures that do not cost
any energy in the long-wavelength limit [10]. Hydrodynamic modes are described
by hydrodynamic variables.
In order to explain the additional degrees of freedom in quasicrystals and the
consequently arising phasonic modes a free energy density f of quasicrystals is
developed. We briefly depict the deduction of f similar to Socolar et al. [10].
Socolar et al. performed a Taylor expansion of f in terms of the density field ρ(r)
of the structure as order parameter:

f =
∞∑
k=1

Bk ρ(r)k. (2.14)

The coefficients Bk are dependent on the properties of the considered system, for
example temperature, pressure and atoms. The density field is expressed by its
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Fourier transform

ρ(r) =
n∑
j=1

ρj exp(−iGj · r). (2.15)

The coefficients of the Fourier expansion read ρj = |ρj|exp(i φj) with phases φj. Gj

denote wave vectors which are arranged symmetrically and define the rotational
symmetry of the system. Appropriate phases and wave vectors are specified in
Section 4.2. In a system with n-fold rotational symmetry the sum is composed of
n terms. With the required powers

ρ(r)k =
n∑

j1,...,jk=1

exp(−i
k∑
l=1

Gjl · r)
k∏
l=1

ρjl (2.16)

the energy density becomes

f =
∞∑
k=1

Bk

n∑
j1,...,jk=1

exp(−i
k∑
l=1

Gjl · r)
k∏
l=1

ρjl (2.17)

=
∞∑
k=1

Bk

n∑
j1,...,jk=1

δ(
k∑
l=1

Gjl)
k∏
l=1

ρjl

=
∞∑
k=1

Bk

n∑
j1,...,jk=1

δ(
k∑
l=1

Gjl) exp(i
n∑
i=1

φjl)
k∏
l=1

|ρjl |.

The fact that only wave vectors with a vanishing sum
∑k

l=1Gjl = 0 contribute
to the free energy results in the δ-function. All in all, the free energy density is
only dependent on the sum of the phases which leads to D degrees of freedom. D
corresponds to the rank of the system (see Section 2.4). In a d-dimensional system
one obtains d phononic variables and D − d phasonic ones.
In this thesis we consider two-dimensional quasicrystals with decagonal, octagonal
and dodecagonal symmetry which are all of rank D = 4. Thus, such systems
provide a two-component phononic variable u = (ux, uy) and a two-component
phasonic variable w = (wx, wy). We additionally investigate two-dimensional qua-
sicrystals with tetradecagonal symmetry (see Section 4.4) which possess a rank
D = 6 and, accordingly, two two-component phasonic variables v = (vx, vy) and
w = (wx, wy).
Moreover, regarding the local isomorphism class of a tiling (see Subsection 2.3.6),
locally isomorphic tilings exhibit the same free energy density. Since shifts in the
phases φj that preserve the value of

∑
φj do not change the free energy, hydrody-

namic modes in the long-wavelength limit do not alter the LI class [10].



46 Chapter 2. Background

2.5.2 Phasonic flips

Aside from phasonic excitations with long wavelengths, phasonic excitations with
short wavelengths correspond to discrete phasonic flips. In a quasicrystalline tiling
a phasonic flip corresponds to a local rearrangement of basic tiles which may lead
to violations of matching rules (see Subsection 2.3.5.3). Note that phasonic flips
are excitations but no defects. In the following we present an overview of discrete
phasonic flips in the decagonal Tuebingen tiling and the dodecagonal shield tiling
as investigated in this thesis.
The perfect Tuebingen tiling (cf. Figure 2.12 (a) in Subsection 2.3.4) is composed
of five basic tiles which are given by decagons (D), decagons with a kink at one side
(U), nonagons (N), hexagons (H) and pentagons (P) [28, 91, 236] as illustrated in
Figure 2.16 (a). In a perfect tiling, particles at certain positions have the possibility
to rearrange in a way that the resulting tiling is still composed of the five basic
tiles. There are five local configurations in which these phasonic flips are possible
[91]. Figure 2.16 (b) illustrates the arrangements of particles before and after a
phasonic flip.
The particles indicated by pink dots flip along the direction of a symmetry axis.
The flip distance dflip = d2 − d1 is obtained from geometrical considerations. d1

and d2 denote the first and the second peak of the radial distribution function (see
Subsection 3.5.1). In case of flip 1 and flip 2 only the local arrangement of the
tiles is changed. The potential energy of the system is conserved. In case of flip
3, 4 and 5 the tiles change, but still correspond to the five basic tiles.

The perfect shield tiling (cf. Figure 2.12 (c) in Section 2.3.4) is composed of three
basic tiles, namely squares (S), triangles (T) and shield tiles (Sh) as depicted in
Figure 2.17 (a). There is one local arrangement in which particles may flip [28]
(see Figure 2.17 (b)). After the flip only the local configuration changes, while the
tiles are maintained. The flip distance reads dflip = 2 sin(π/12) d1 with the nearest
neighbor distance d1.

2.5.3 Recent findings

Briefly after the discovery of quasicrystals phasons became subject of numerous
studies. It is assumed that phasons affect several material properties of quasicrys-
tals. Since phasonic modes can be excited thermally they can possibly explain
thermal properties of quasicrystals [11, 237]. For instance, phasons may be respon-
sible for the deviation of the heat capacity from the Dulong-Petit law as examined
experimentally in a quasicrystalline Al-Pd-Mn alloy [238]. Furthermore, phasonic
contributions to thermal vibrations were investigated in a decagonal quasicrystal
[237].
Phasons also play an essential role in the crack propagation which is important for
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Flip 1

Flip 2

Flip 3

Flip 4

Flip 5

(b)

Figure 2.16: (a) Five basic tiles that build a decagonal Tuebingen tiling (see also
[28, 91, 236]). (b) Local arrangements of particles (dots) in which phasonic flips are
allowed due to the geometry (see also [91]). On the left hand side, arrangements
before a discrete phasonic flip of a single particle (pink dot) are shown. On the
right hand side, the pink particle has flipped. The tiles are obtained by connecting
nearest neighbor particles with a distance of the short length scale.
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Figure 2.17: (a) Three basic tiles that build the dodecagonal shield tiling. (b)
Rearrangement due to a phasonic flip (see also [28]).

understanding the temperature dependence of the brittleness and elasticity of qua-
sicrystals [175, 239]. In recent studies [175] the crack propagation is described as
a mechanism influenced by phasons: On the one hand, quasicrystals are composed
of stable clusters that serve as obstacles for cracks. Clusters prevent dislocations
from propagating and stop plastic deformations. On the other hand, a phason wall
follows a dislocation and makes the material break up along that wall. Phason
walls as hints of phasonic flips have also been observed experimentally [240].
Another field that is influenced by phasons is the dynamics in quasicrystals. The
short-time dynamics is dominated by phasonic flips, over longer times the flips can
lead to diffusive motion [29]. The motion of dislocations can also be explained by
phasons [10]. In addition, the impact of phasons on elasticity is investigated in
[241].
Furthermore, phasons are part of the growth process of quasicrystals and affect
the resulting structure. Simulations of the growth from a seed [115] reveal that
dependent on the distance from the triple point either stable quasicrystals with-
out defects or metastable random tilings with incorporated flips grow. Moreover,
concerning the growth from two seeds, phasonic strain fields arise when the seeds
approach and relax later due to phasonic flips [116]. Further studies of the growth
of quasicrystals and the impact of phasons are presented in Chapter 6.
In addition, since phasonic flips increase the entropy of a quasicrystalline structure,
it is assumed that they contribute to the stability of random tilings [163, 242–244]
(see also Section 2.2.4).
In experimental studies [245] phasons have even been observed under the trans-
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mission electron microscope. However, many properties of phasons are still a main
subject of current research and are discussed intensely (see, e.g. [161, 246]).

2.6 Topological defects

Like in periodic crystals, defects in terms of dislocations and disclinations can
also occur in quasicrystals. Dislocations are defects in the translational order of a
structure. They appear as incomplete lattice lines in an otherwise perfect lattice.
The magnitude and orientation of a dislocation is characterized by the Burgers
vector b: In a perfect lattice, connecting the particles around an arbitrary particle
results in a rhomboid with lengths that are multiples of the length of a unit cell. In
contrast, when connecting the particles around a dislocation two opposite sides of
the rectangle do not exhibit the same length. The additional path that is needed
to close the loop is named the Burgers vector. An example of a dislocation and
the Burgers vector in a triangular lattice is illustrated in Figure 2.18.

Figure 2.18: Dislocation in a triangular lattice resulting from an interrupted lattice
line. The Burgers vector is colored in red. A dislocation consists of a pair of
disclinations which is given by a particle (pink) that is surrounded by five nearest
neighbor particles and a particle (green) with seven nearest neighbors. A further
description of disclinations is given in the text below.

In quasicrystals the formation of a dislocation composed of an interrupted lattice
line is more complicated than in periodic crystals. Aside from phononic compo-
nents, the Burgers vector possesses additional phasonic components [10, 247], i.e.
a dislocation is composed of phononic and phasonic displacements. A dislocation
in a quasicrystal is shown in Figure 2.19 using the example of a structure with
8-fold rotational symmetry.
Disclinations are another kind of defect and cause a local deviation of single par-
ticles from the rotational symmetry of the structure. In periodic structures discli-
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Figure 2.19: Formation of a dislocation in a quasicrystal with 8-fold rotational
symmetry. Left: Perfect quasicrystalline lattice. Middle: Removal of a lattice line.
The particles cannot arrange to a quasicrystalline lattice by pure phononic motion.
Right: The particles fill the vacancies by performing phasonic flips. However, there
is still a gap (yellow) that cannot be filled by the basic tiles and describes the
dislocation. Adopted with permission from [247] (https://doi.org/10.1103/
PhysRevB.90.064108). Copyright 2014 by the American Physical Society.

nations can be identified by means of the number of neighboring particles of the
lattice particles. In a triangular lattice a particle usually has six nearest neighbor
particles. Particles with another number of nearest neighbors, i.e. five or seven,
build a disclination. In Figure 2.20 the two kinds of disclinations are illustrated.

(a) (b)

Figure 2.20: Two kinds of disclinations in a triangular lattice. (a) A particle (pink)
with five nearest neighbors. (b) A particle (green) with seven nearest neighbors.

Note that a dislocation consists of a pair of disclinations with a distance of a
lattice spacing [248]. In Figure 2.18 the last particle of the interrupted lattice line
has only five neighbors, while a particle next to it is surrounded by seven nearest
neighbors. Furthermore, single disclinations have a significantly larger energy than
dislocations (see, e.g. [249]).
In this thesis dislocations and disclinations are relevant concerning the predicted

https://doi.org/10.1103/PhysRevB.90.064108
https://doi.org/10.1103/PhysRevB.90.064108
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melting process of quasicrystals (see Chapter 7). In numerical investigations of the
melting process of quasicrystals we analyze the assembled structures with regard
to dislocations (see Subsection 7.2.5). Furthermore, in Section 6.2.6 we test our
grown quasicrystals for dislocations. Since dislocations in quasicrystals are usually
hard to observe we introduce a method for their detection in Subsection 3.5.5.

2.7 Colloidal physics

In this work we study colloidal systems in numerical simulations. Colloids are par-
ticles or droplets as defined, e.g. in [24]. The word colloid is derived from the Greek
words “kólla” (glue) and “eidos” (shape), which reflects their muddy consistence.
The size of a colloid with a typical length scale of 10 nm − 10µm is about 100-
100000 times larger than the size of atoms. Accordingly, in optical experiments
colloids can be investigated in real space, for instance by dynamic light scattering
or even directly by confocal microscopy. Colloids are usually large enough to be
described with classical dynamics, but small enough to undergo Brownian motion
(see Section 3.1).
Colloidal systems consist of a dispersed phase in a dispersion medium. Both,
dispersed phase and dispersion medium can be solid, liquid or gaseous [24]. For
example, the dispersed phase can be composed of particles, droplets or gas bubbles,
which are uniformly distributed in the dispersion medium and do not sediment to
the ground. Due to their size the components of the dispersed phase can be dis-
tinguished from the dispersion medium. Examples of colloidal systems are fog or
smoke, in which droplets or particles are distributed in a gas. Foam plastics con-
sists of gas dispersed in a solid, and milk or blood are colloidal systems, in which
droplets are distributed in a liquid. Coffee or ink are common examples of colloidal
suspensions which are composed of colloidal particles dispersed in a liquid. In this
thesis, we usually consider colloidal suspensions.
Interactions between colloids can be described by attractive Van-der-Waals forces
that are induced by fluctuating dipoles and increase with decreasing distances be-
tween the colloids. In order to prevent aggregation, colloids are kept away from
each other when they approach closer than a critical distance. One possibility is
to provide each particle with the same charge. This charge stabilization leads to
electrostatic Coulomb repulsion. Counter ions in the solvent screen the interac-
tion. The total interaction is described by the DLVO pair potential, named after
Derjaguin, Landau, Verwey and Overbeek, and reads [250, 251]

VDLV O(r) =
(Z e)2

4πε0εr

(
eκR

1 + κR

)
e−κr

r
. (2.18)
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r denotes the distance between the centers of mass of two colloids, Z the effective
charge on the surface, e the elementary charge, ε0 the electric constant and εr the
dielectric constant of water. R is the radius of the colloids and κ =

√
nee2/(ε0kBT )

describes the inverse Debye screening length with the electron density ne, the Boltz-
mann constant kB and the temperature T .
The characteristic time scale for the movement of particles is τ = R2

6D
with the

Stokes-Einstein diffusion coefficient D = kBT
6πηR

. η describes the viscosity of the
medium. Due to the dependence on the radius R, the characteristic diffusion time
for colloids is in the order of seconds, while for atoms it would be in the range of
picoseconds. The slow dynamics of colloidal systems allows the investigation in
real time and the analysis of dynamical processes like crystallization [252].
Despite their simple pair potential colloids show many remarkable similarities to
atomic systems and can be considered as mesoscopic model systems in statistical
physics. For instance, colloidal systems are suited to test predictions of statistical
thermodynamics and to simulate atomic processes (see, e.g. [253, 254]). In ex-
periments, different possibilities for the design of colloids are given. Commonly
applied colloids are often synthesized from PMMA (Polymethylmethacrylate), a
transparent plastic. In simulations, interactions between colloids can easily be
tuned. There is a whole zoo of interaction potentials that can be modeled in
addition to the aforementioned DLVO pair potential present in charge stabilized
colloidal suspensions. Accordingly, colloids are used for predictions in many fields.
In this work our main interest concerns two-dimensional colloidal systems which
represent colloids at an interface, colloids trapped between two plates, or two-
dimensional solid monolayer films.
One approach that is applied in this work (see Chapter 5) is patchy colloids
[255, 256], i.e. colloids with attractive regions at the surface that represent bonds
in metallic alloys. The interactions are usually described by a Lennard-Jones
potential multiplied with an additional angular term (see, e.g. [30, 118–121, 257–
261]). In previous studies the self-assemblies of patchy colloids to Archimedean
tilings [126, 129, 262, 263], rhombic phases [264] or even quasicrystals [119–121]
were observed. Another interaction between colloids that is applied in this work
is of Lennard-Jones–Gauss type [28, 29]. Two minima with tunable length scales
can support periodic structures as well as dodecagonal or decagonal colloidal qua-
sicrystals. In case of quasicrystals phasonic flips can be studied. Furthermore, the
growth process [121, 265] and phase transitions in quasicrystalline systems can be
studied with colloidal model systems (see also Chapters 6 and 7).
Charged stabilized colloidal suspensions can also be influenced by external fields.
For example, the arrangement and dynamics of colloids can be manipulated specif-
ically with interfering laser beams. Aside from colloids trapped in periodic inter-
ference patterns [266–268] also quasiperiodic arrangements of colloids are achieved
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by external light fields in both, experiments [7, 126, 129–131] as well as simulations
[8, 11–13, 27, 125, 126] (see also Chapter 4).
There are numerous further examples of colloidal systems that are not directly con-
nected to this work, for instance binary mixtures of colloids (see, e.g. [269–271]).
Furthermore, the aggregation of colloids is investigated concerning the influence of
the shape of the particles [272], the sedimentation [273], or a flow field [274, 275].
Further studies contain the crystallization transition [276–280] or even the dynam-
ics in glasses [281, 282]. Over the last years, also the field of active colloids has
won great attention (see [283] for a review) and the realization of autonomous
applications is discussed [284].
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Chapter 3

Numerical techniques

In order to study many-particle systems theoretically, for instance the assembly
or the dynamics of particles, one can develop models that describe the systems.
In these models the interactions between particles are usually given by internal
interaction potentials. External influences can be added by an external potential.
In many approaches equations of motions have to be solved for each single parti-
cle. Since in most cases it is not possible to solve the equations analytically, an
alternative method is computer simulations in which the equations of motion are
solved numerically. The most frequently used simulation methods concerning the
dynamics are molecular dynamics simulations based on Newton’s equations and
Brownian dynamics simulations as a special case of molecular dynamics simula-
tions which are based on the Langevin equation. The results of these simulations
are trajectories of the particles within the simulation time. A different approach
which is rather based on stochastic processes and intended to predict statistical
properties is Monte Carlo simulations. In Monte Carlo simulations a notion of
physical time is missing.
In this work we make use of Brownian dynamics and Monte Carlo simulations, as
well as the special case of event-chain Monte Carlo simulations. In this Chapter
we describe the basic ideas and the implementations of the employed algorithms
(Sections 3.1, 3.2 and 3.3). In Section 3.4 the settings applied in our simulations
are presented. Furthermore, in Section 3.5 we give an overview of mathematical
tools for analyzing the structures that the particles in our systems adopt.

3.1 Brownian dynamics simulations

Brownian dynamics simulations model particles, for example colloids (see Section
2.7), that are dispersed in liquids or gases and perform irregular movements called
Brownian motion.

55
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Brownian motion has already been reported in 1784 by Jan Ingen-Housz [285] who
observed fluctuations of small particles that were immersed in a fluid. However,
he did not find the correct explanation for the dynamics. In 1827 Robert Brown
observed the movement of particles in fluids, too [286]. It took about 80 years
until in 1905 and 1906 Albert Einstein [287] and Marian Smoluchowski [288] the-
oretically explained the motion to be caused by the surrounding solvent molecules
of the liquid: At finite temperature, the solvent molecules perform thermal fluctu-
ations and frequently hit the immersed particles from all directions. During 1908
and 1913 Jean Baptiste Perrin proved the predictions of Einstein experimentally
and could even determine Avogadro’s number from detailed analyses [289].
In this Section we introduce Brownian dynamics simulations. The algorithm is
derived and details about the simulation and implementation are given. We also
present an extension to additional rotation moves.

3.1.1 Langevin equation

In the following we derive the algorithm of Brownian dynamics simulations. The
motion of a particle is calculated with Newton’s equation [290]

F = m
∂v

∂t
. (3.1)

F describes the total force acting on the particle, m is the mass and v the velocity
of the particle. In order to describe the motion of a particle in a liquid, the total
force F is expressed by

F = Ffric + Fext + Fint + FT . (3.2)

Ffric = −γv is the friction force with the friction coefficient γ of the particle in the
solvent. For spherical particles of radius R the friction coefficient is determined by
Stokes’ law γ = 6πηR with the dynamic viscosity η. A combination of equations
(3.1) and (3.2) provides the Langevin equation [291, 292]

m
∂v

∂t
= −γv + Fext + Fint + FT . (3.3)

The external force Fext arises from external influences like gravitation, or electric or
magnetic fields. Walls or obstacles can cause an external force, too. Fint describes
internal forces which are usually derived from an interaction potential between
the particles. The interaction potentials applied in this thesis are specified in
Subsection 3.4.1. FT is the random force on the particles due to collisions with
the molecules of the solvent. Since FT is stochastic in nature it is also referred to
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as stochastic force. A further denomination is white noise. FT complies with

〈FT 〉 = 0 and (3.4)

〈FT,j(t)FT,k(t′)〉 = 2Bδjkδ(t− t′). (3.5)

Equation (3.4) states that the ensemble average of the random force is zero. It
ensures that there is no preferred direction of the force. Equation (3.5) defines
the variance of the random force and indicates that it is uncorrelated for different
times. Furthermore, each component of the force is independent of the other
components. B is a constant representing the amplitude of the force.
In order to calculate B the velocity and its mean square is considered. Assuming a
constant friction coefficient γ and absence of internal and external forces, equation
(3.3) is an inhomogeneous linear differential equation of first order. Via variation
of constants one receives the solution

v(t) = v0 e
− γ
m
t + e−

γ
m
t

∫ t

0

dt′ e
γ
m
t′ FT (t′)

m
, (3.6)

where v0 denotes the initial velocity. Under consideration of equation (3.4), the
mean velocity becomes

〈v(t)〉 = v0 e
− γ
m
t (3.7)

with the characteristic time scale m/γ.
The square velocity reads

v2(t) = v2
0 e
− 2γ
m
t + 2v0 e

− 2γ
m
t

∫ t

0

dt′ e
γ
m
t′ FT (t′)

m

+ e−
2γ
m
t

∫ t

0

∫ t

0

dt′dt′′ e
γ
m

(t′+t′′) FT (t′) · FT (t′′)

m2
. (3.8)

Using equations (3.4) and (3.5), the mean square velocity in d dimensions results
in

〈v2(t)〉 = v2
0 e
− 2γ
m
t + e−

2γ
m
t

∫ t

0

dt′ e
γ
m

2t′ 2dB

m2

= v2
0 e
− 2γ
m
t +

dB

γm
(1− e− 2γ

m
t) (3.9)

which becomes

〈v2(t)〉 =
dB

γm
(3.10)



58 Chapter 3. Numerical techniques

for large times t � m/γ. With the equipartition theorem 〈v2(t)〉 = d kBT/m a
connection between the amplitude of the thermal fluctuations B, the Boltzmann
constant kB, the temperature T and γ is obtained, i.e.

B = γkBT. (3.11)

The relation is a special form of a fluctuation-dissipation relation since stochastic
force and friction are connected.
We now calculate the mean square displacement which we later need to determine
the values that FT can take in the simulations. The distance vector a particle
covers after time t is the difference between the position r(t) of the particle at
time t and the initial position r(0). It is calculated by integrating the velocity:

r(t)− r(0) =

∫ t

0

dt′v(t′)

=

∫ t

0

dt′ v0 e
− γ
m
t′ +

∫ t

0

dt′ e−
γ
m
t′
∫ t′

0

dt′′ e
γ
m
t′′ FT (t′′)

m
(3.12)

With the help of equation (3.10) one finds

〈(r(t)− r(0))2〉 = 2
Bd

γ2

(
t− m

γ
+
m

γ
e−

γ
m
t

)
. (3.13)

For short times t � m/γ a Taylor expansion of the exponential function on the
right hand side of equation (3.13) results in

〈(r(t)− r(0))2〉 ∝ t2 (3.14)

which indicates ballistic motion.
For large times t > m/γ the mean square displacement becomes

〈(r(t)− r(0))2〉 = 2
Bd

γ2
t = 2d

kBT

γ
t. (3.15)

As normal diffusion with a diffusion constant D fulfills 〈(r(t) − r(0))2〉 = 2dDt,
one gets the Einstein-Stokes relation [293]

D =
kBT

γ
. (3.16)

For typical Brownian particles the time m/γ is only about 10−9s such that the
term m∂v

∂t
in the Langevin equation (3.3) is much smaller than the other terms.
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Thus, we can neglect inertia and the ballistic motion in the beginning and the
Langevin equation becomes

γv = Fext + Fint + FT . (3.17)

In this limit with m → 0, the equation is called overdamped Langevin equation.
The overdamped Langevin equation is easier to integrate and sufficient to describe
systems of Brownian particles with small m/γ. Using this simplification in simu-
lations speeds up the calculation and enables the investigation of larger systems
over longer times.

3.1.2 Simulation details

Brownian dynamics simulations are usually performed in the canonical ensemble
– also called NV T -ensemble – in which the number of particles N , the volume V
and the temperature T are constant.
Within the simulation the overdamped Langevin equation as presented in equation
(3.17) is integrated numerically for each particle in successive time steps ∆t. In a
discretized form the equation reads

r(t+ ∆t) = r(t) +
∆t

γ
(Fext(t) + Fint(t) + FT (t)). (3.18)

With this Euler algorithm the displacements and accordingly the trajectories of
particles can be modeled when the forces are known.
In our calculation we assume a constant friction coefficient γ. Note that in case
of friction coefficients that depend on the position the Langevin equation is not
well-defined. In this case there are different methods for numerical integration, for
instance the Ito- or Stratonovich integration (see, e.g. [294]).
The internal force Fint,ij on particle i due to particle j is calculated from the
negative derivative of the pair potential V (r) at the particle distance r = |rj−ri|.
ri and rj denote the positions of the particles. The total internal force Fint,i on
a particle i is given by the sum of the forces Fint,ij resulting from the interactions
with all other particles j:

Fint,i =
∑
j

Fint,ij = −
∑
j

∇V (r)|r=|rj−ri|. (3.19)

For short-range pair potentials as applied in this thesis the forces become negligible
if the distances between the particles are large. Thus, it is sufficient to calculate
the forces between two particles with a distance smaller than a given cutoff radius
rcut. To ensure continuity the value of the force at the cutoff radius is subtracted:

Fint,ij(r) =

{
Fint,ij(r)− Fint,ij(rcut) r ≤ rcut

0 r > rcut.
(3.20)
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In the following we calculate the values that the amplitude of the random thermal
force FT can adopt in a way that the conditions of equations (3.4) and (3.5) are
fulfilled. Assuming Fext = Fint = 0 we rewrite the discretized Langevin equation
(3.18) to get the particles’ displacements at any time t:

r(t)− r(0) =
∆t

γ

t/∆t∑
j=0

FT (j∆t). (3.21)

j∆t gives the discrete time steps. Since the mean particle displacement equals zero,
equation (3.4) is already fulfilled. Furthermore, the mean square displacement
reads

〈(r(t)− r(0))2〉 =
(∆t)2

γ2

〈t/∆t∑
j=0

FT (j∆t)

2〉

=
(∆t)2

γ2

t

∆t
〈F 2

T 〉. (3.22)

When calculating the mean of the squared sum, terms of the form 〈FT (j∆t) ·
FT (k∆t)〉, j 6= k are omitted according to equation (3.5) such that only t/∆t terms
of the form 〈(FT (j∆t))2〉 are left. As the random force is not time-dependent, it is
〈(FT (j∆t))2〉 = 〈F 2

T 〉. Finally, combining equations (3.15) and (3.22), one obtains

〈F 2
T 〉 =

2dγkBT

∆t
(3.23)

for the mean square of the random force.
Accordingly, to realize the thermal force we need random numbers with an average
value of zero and a mean square value of 2dγkBT/∆t. One possibility is Gaussian
distributed numbers with a mean of zero and a second moment of 2dγkBT/∆t. An
alternative is numbers that are distributed equally. In that case, the random forces
in random directions possess amplitudes which are evenly distributed between 0
and

√
12γkBT/∆t. The upper limit is calculated such that the condition for the

second moment given in equation (3.23) is fulfilled.
In our simulations we employ equally distributed random numbers and use the
Mersenne Twister 19937 generator [295] that produces pseudo random numbers.
For a discussion on the quality of random number generators we refer to [296, 297].
To test the properness of our random force, we calculate the trajectories that arise
when we integrate the discretized Langevin equation (3.18) without external and
internal forces in numerical simulations. The mean particle displacement after
each step is zero and the mean square displacement conforms to equation (3.15)
with the correct free diffusion constant. Thus, the choice of our random numbers
is acceptable and the random force is calculated correctly.
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3.1.3 Extension to rotation moves

Aside from isotropic pair potentials we also model pair potentials Vp(r, θk, θl) with
preferred binding angles (see Subsection 3.4.1). In this case, the particles perform
the described displacement moves and additional rotation moves. Similar to the
overdamped Langevin equation, the equation for the orientation θ of a particle
reads

γθ
d

dt
θ = Mint +MT (3.24)

with the rotational diffusion γθ = 4
3
r2

0γ. The implementation is analog to the
implementation of displacement moves. Here, the internal torque of particle i is
given by

Mint,i = −
∑
j

∂

∂θ
Vp(r, θk, θl)|r=|rj−ri|. (3.25)

The thermal torque MT has to comply with

〈MT 〉 = 0 and (3.26)

〈MT,j(t) ·MT,k(t
′)〉 = 2γθkBTδjkδ(t− t′). (3.27)

In the simulations with anisotropic potentials presented in this thesis displacement
and rotation moves of all particles are applied in the same amount.

3.2 Monte Carlo simulations

Another simulation method applied in this work is Monte Carlo simulations [298–
300]. The method was developed by Edward Teller, John von Neumann, Stanislaw
Ulam, Robert Richtmyer, Nicholas Metropolis and many coworkers in Los Alamos
at the time around the second world war [301, 302]. The simulations were initially
tested on one of the first electronic digital computers, called MANIAC (Mathe-
matical Analyzer Numerical Integrator And Computer), that was built under the
direction of Metropolis. Nowadays, Monte Carlo simulations provide a good and
useful tool for numerous numerical calculations, for example for the simulation of
many-particle systems. The name Monte Carlo dates to the casino Monte Carlo
in Monaco (see, e.g. [302]) since the simulations are based on random numbers
generated by the computer.
We apply Markov-chain Monte Carlo simulations in which Markov chains describe
stochastic processes. Within a series of steps, states in a large configuration space
are proposed with a certain probability. A new state only depends on the previ-
ous state and is independent of earlier states. Also the transition probability is
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history-independent. Thus, a random walk through configuration space is modeled
in which in principle all states may be reached after sufficient time and ergodicity
is ensured. Since Monte Carlo simulations do not model a real temporal evolution
of the system, the method is suitable to measure the statistics of a system rather
than the dynamics.
In the following we describe the theoretical background and implementation of
Monte Carlo simulations in the canonical ensemble and present an extension to
the isothermal-isobaric ensemble that are both applied in this work.

3.2.1 Theoretical concept

In general, Monte Carlo steps are based on the probabilities of states in phase
space. The phase space is composed of points π = (r1, ..., rN ,p1, ...,pN) with the
positions ri and momenta pi of the particles i = 1, ..., N . Each state of a system
is described by a certain point π in phase space. In the canonical ensemble –
which is conventionally applied in Monte Carlo simulations and mainly employed
in this thesis – the probability of finding a certain state π with a total energy
E provided by the Hamilton operator H(π) is P (π) = e−βH(π)/Z. Here, e−βH(π)

describes the Boltzmann factor with the inverse thermal energy β = 1/kBT , where
kB denotes the Boltzmann constant. Z is the partition sum. Since we only need
relative probabilities, it is not necessary to calculate Z explicitly. It is sufficient to
notice that a state A with energy EA appears with the probability P (A) ∝ e−βEA

and a state B with energy EB occurs with the probability P (B) ∝ e−βEB .

Detailed balance and acceptance criterion

In order to find the configurations with the highest probabilities transition prob-
abilities are introduced. The probability to advance from a given configuration A
to a configuration B is provided by the transition probability π(A → B). The
probability for the reverse transition is π(B → A). The transitions are chosen
such that they obey detailed balance, i.e. the transition rate from configuration
A to configuration B needs to equal the transition rate from configuration B to
configuration A. The transition rate, also referred to as probability flow, reads
φ(A→ B) = P (A) π(A→ B). Accordingly, the detailed balance condition reads

P (A) π(A→ B) = P (B) π(B → A). (3.28)

In an ergodic system in which all configurations in configuration space can be
reached, the condition of detailed balance ensures a correct probability distribu-
tion, i.e. the probability of finding a configuration A is indeed proportional to
e−βEA in the canonical ensemble.
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A proposed configuration B can either be accepted or rejected. The acceptance
probability is termed pacc(A → B). Equivalently, the rejection probability is
prej(A → B) = 1 − pacc(A → B). For the calculation of pacc(A → B) we ex-
press the transition probability in the following form:

π(A→ B) = w(A→ B) pacc(A→ B). (3.29)

w(A→ B) describes the proposal density of a new state. It gives the probability
that a configuration B is chosen as the next trial configuration tested for accep-
tance. With this notation the condition for detailed balance in equation (3.28)
becomes

P (A)w(A→ B) pacc(A→ B) = P (B)w(B → A) pacc(B → A). (3.30)

There are different possibilities for choosing the proposal density w(A → B).
In this thesis we employ the Metropolis algorithm which belongs to the most
common Monte Carlo algorithms and was developed by Metropolis et al. [303]. In
the Metropolis algorithm the proposal density is chosen symmetrically, i.e. w(A→
B) = w(B → A). From equation (3.30) one receives a condition for the acceptance
probabilities that reads

pacc(A→ B)

pacc(B → A)
=
P (B)

P (A)
. (3.31)

Equation (3.31) is fulfilled for many choices of pacc(A→ B). Today’s simulations
commonly apply the acceptance criterion that Metropolis decided for which reads

pacc(A→ B) =

{
P (B)
P (A)

if P (B) < P (A)

1 if P (B) ≥ P (A).
(3.32)

By calculating the acceptance probability of the reverse transition pacc(B → A)
and inserting both probabilities in equation (3.31) it can easily be shown that
such a choice indeed fulfills the condition. In the considered canonical ensemble
the acceptance criterion becomes

pacc(A→ B) =

{
e−β(EB−EA) if EB > EA

1 if EB ≤ EA
(3.33)

which corresponds to the original Metropolis algorithm as also implemented in this
thesis.
Though the Metropolis acceptance criterion is used most frequently in simulations,
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it is not the only possible choice. Another acceptance criterion fulfilling detailed
balance is

pacc(A→ B) =
P (B)

P (B) + P (A)
. (3.34)

Moreover, asymmetric proposal densities as applied, for example in the Metropolis-
Hasting algorithm lead to a generalized Metropolis acceptance criterion of the form

pacc(A→ B) =

{
P (B)

w(A→B)
w(B→A)
P (A)

if P (B) < P (A)

1 if P (B) ≥ P (A).
(3.35)

Average of an observable

Monte Carlo simulations can be applied to calculate the average of an observable.
The average value of an observable A(r1, ..., rN ,p1, ...,pN) is defined as

〈A〉 =

∫
dpNdrNA(r1, ..., rN ,p1, ...,pN)e−βH(r1,...,rN ,p1,...,pN )∫

dpNdrNe−βH(r1,...,rN ,p1,...,pN )
. (3.36)

Since it is hard to evaluate the integrals, one can consult Monte Carlo simula-
tions and sample the phase space for a large number of configurations Nconfig.
Aj(r1, ..., rN ,p1, ...,pN) of each configuration j is determined. In case of configu-
rations that are independent from each other, i.e. that are separated by at least
the correlation time, we receive the mean value by the simplified equation

〈A〉 =

∑Nconfig

j Aj(r1, ..., rN ,p1, ...,pN)

Nconfig

(3.37)

The result corresponds to the expectation value in the canonical ensemble.

3.2.2 Realization of the Metropolis algorithm in our simu-
lations

In our simulations we implement different trial moves in which new configurations
are proposed in order to sample configurations according to thermal equilibrium.
In a system of N particles, a sequence of N trial moves is called one Monte Carlo
step. Thus, in one Monte Carlo step each particle is proposed to be displaced once
on average. In the following we suppose a present configuration A and describe
how to obtain suitable configurations B to be proposed for the next move.
For the generation of a new configuration B it is enough to alter the present
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configuration A only slightly since close configurations are favored. However, the
deviation should be large enough such that convergence towards the correct prob-
ability distribution is reached after a relatively small number of steps. In our
simulations we propose the displacement of one randomly chosen particle in each
trial move. As in the Brownian dynamic simulations the random numbers are
obtained with the Mersenne Twister 19937 generator [295]. The displacement is
either local, global or mimics a phasonic flip. Figure 3.1 depicts the employed trial
moves which we describe in the following in detail.

(3)

(1)

(2)

Figure 3.1: Illustration of three different trial moves applied in a system with
decagonal order. The black particles are proposed to be displaced in one trial
move each. The proposed new positions are colored in red. (1) depicts a local trial
move, (2) a global trial move and (3) a phasonic flipping trial move. The gray
lines connect the current positions of the particles and the proposed positions and
serve as guides to the eyes.

(1) In a local trial move a particle is proposed to be displaced to a random
position inside a circle around its original position. In conventional Monte
Carlo methods the size of the circle is often chosen in a way that the average
acceptance rate 〈pacc〉 of a new configuration is about 50%. The average
acceptance rate is the ratio of accepted moves Nacc out of Ntry trial moves
and the number of trial moves, i.e. 〈pacc〉 = Nacc/Ntry. If 〈pacc〉 < 50%
we decrease the possible displacement radius since for small displacements
the energy difference ∆E = EB − EA between the configurations is small
and causes a higher acceptance probability. If 〈pacc〉 > 50% we increase the
size of the circle. With the chosen acceptance rate of about 50% we are
able to sample a large number of configurations with low energies in a short
simulation time.
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(2) When only displacing particles locally we may get stuck in a local energy
minimum in the energy landscape. In order to explore the landscape beyond
a local minimum we also implement global trial moves in which a particle
is set to a random position within the whole simulation box. These moves
are usually proposed with a low probability, e.g. 10%, since their acceptance
probability is low.

(3) The third kind of trial move is phasonic flipping, i.e. we displace a particle
about the distance dflip of a phasonic flip. The direction of the displacement
is chosen arbitrarily. Like for global moves the probability of accepting a
phasonic flip is rather small since the direction of the displacement is random
and not all particles are actually able to flip (see also Subsection 2.5.2).

Note that in case of patchy particles with preferred binding angles (see Section
5.1) we propose additional rotation moves in which the particles are proposed to
be rotated about certain angles. The maximal proposed rotation angle is chosen
in a way that the acceptance rate is also about 50%.

In order to determine whether configuration B proposed in a trial move is accepted
or rejected we apply the Metropolis acceptance criterion presented in equation
(3.33). Dependent on the energies of the configurations there are two possibilities:

• EB ≤ EA: If the energy of the new configuration B is lower than or equal to
the energy of the previous configuration A, the new configuration is always
accepted.

• EB > EA: In case of an increased energy the new configuration is accepted
with a probability pacc(A → B) = e−β(EB−EA). Therefore, we compare
e−β(EB−EA) with a uniform random number a ∈ [0; 1]. If e−β(EB−EA) > a, the
new configuration is accepted and otherwise rejected. If the new configu-
ration is rejected, the trajectory in configuration space is continued with the
old configuration A. Note that if we rejected a proposed configuration with
EB > EA directly, we could get stuck in a local minimum.

In our simulations the energy E of a configuration is provided by the interaction
potential V (r), i.e.

E =
N∑
i=1

N∑
j=i+1

V (|rj − ri|). (3.38)

with the positions rj. In this case E corresponds to the inner energy U of the
system, i.e. E = U . With the applied pair potentials introduced in Subsection
3.4.1 it is enough to calculate the energy U(ri) =

∑N
j=1 V (|rj−ri|) of the displaced
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particle i before and after the displacement in order to compare the energies of
configuration A and B in which exclusively one position is altered. The interaction
terms without contribution of the displaced particle cancel out within the energy
difference.
In case of short-range interactions as modeled in this thesis we apply a cutoff radius
rcut such that particles with distances r > rcut do not contribute to the potential
energy. We shift the potential in order to make it continuous, i.e.

V (r) =

{
V (r)− V (rcut) r ≤ rcut

0 r > rcut.
(3.39)

The accepted configurations move along a trajectory in configuration space. Figure
3.2 illustrates an energy landscape in configuration space with a trajectory of
accepted configurations.

Figure 3.2: Schematic illustration of an energy landscape in configuration space.
Areas colored in dark gray possess low energies, lighter gray indicates higher ener-
gies. The red line shows a trajectory beginning with a high energy configuration.
Local and global displacements as well as phasonic flips make it possible to over-
come energy barriers and reach regions of minimal energies in configuration space.

3.2.3 Extension to the NpT -ensemble

In the NpT -ensemble – also called isothermal-isobaric ensemble – the number
of particles N and the temperature T are constant. Furthermore, an additional
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barostat ensures an approximately constant pressure which is realized by volume
changes. Many real experiments are performed under these conditions, e.g. sys-
tems close to a phase transition of first order. The system is free to expand or
contract and a complete conversion into the state with the lowest Gibbs energy is
possible.
The first Monte Carlo simulations in the NpT -ensemble were derived by Wood
[304] in 1968 who investigated the properties of hard disks. McDonald [305] de-
veloped a simulation method for systems with continuous forces which is widely
used up to date.

The thermodynamic potential belonging to the NpT -ensemble is the free enthalpy,
also known as Gibbs energy G(N, p, T ) = U + pV − TS with the inner energy U
and the entropy S. The free enthalpy is minimal in equilibrium.
In addition to displacements of the particles like described for the canonical en-
semble one also needs to sample configurations with varying volumes to achieve
a constant pressure p that is specified in the simulation. Thus, volume fluctua-
tions are added. We select a random value ∆V ∈ [−δVmax, δVmax] and increase
or respectively decrease the total volume of the considered system about ∆V , i.e.
VB = VA + ∆V . We scale the simulation box and the positions of the particles ap-
propriately. While in the canonical ensemble the Metropolis acceptance criterion
is pacc(A→ B) = min[1, exp(−β∆U)], i.e. dependent on the difference of the inner
energy ∆U , in the NpT -ensemble a volume change configuration is accepted with
a probability

pvolume
acc (A→ B) = min [1, exp(−β∆G)]

= min [1, exp (−β∆U − βp∆V + βT∆S)] , (3.40)

i.e. dependent on the difference of the Gibbs energy. ∆S is the change of the
entropy due to a change of the volume and is given by ∆S = kBN ln(V2/V1).
In systems close to a phase transition there may arise large volume fluctuations
such that many displacements ∆V are needed to obtain the density of the new
phase. Therefore, it is convenient to choose the volume change in the logarithmic
volume space, i.e. the proposed volume is determined by ln(VB) = ln(VA) + ∆V
[306, 307]. The acceptance probability of a trial move is modified to

pvolume
acc (A→ B)

= min

[
1, exp

(
−β(UB − UA)− βp(VB − VA) + (N + 1) ln

(
VB
VA

))]
. (3.41)

For a derivation of the acceptance probability see, e.g. [307].
We choose the maximal change of volume δVmax in a way that about 50% of the
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volume trial moves are accepted.
The ratio of volume trial moves and displacement trial moves is usually determined
from the computational costs required for both moves. A displacement move scales
with N while the cost of a volume move is proportional to N2. Thus, on average we
implement one volume trial move in each Monte Carlo step. To ensure the correct
convergence of the Markov chain we do not repeat volume trial moves periodically
after N displacement trial moves. Instead, in each trial move the probability of a
volume trial move is given by 1/N [307].
We check the correctness of the algorithm by calculating the virial pressure pvirial

during the simulation. In equilibrium, the virial pressure should adopt the pressure
p that we specified in the simulation. The virial pressure in simulations of many-
particle systems reads [307, 308]

pvirial =
N

Ωd

kBT +
1

dΩd

N∑
i=1

〈ri · Fi〉. (3.42)

The first part results from the ideal gas, the second one is due to the interactions
between the particles and is referred to as virial. Fi describes the force on particle
i. Ωd corresponds to the considered volume in a d-dimensional system. In our
two-dimensional system we set d = 2 and Ω2 = A = Lx Ly. Including pairwise
forces between the particles we obtain

pvirial = ρkBT +
1

2A

〈
N∑
i=1

N∑
j=i+1

Fij · rij
〉

(3.43)

with the particle density ρ. Fij is the force on particle i induced by particle j
and rij = rj − ri is the vector from particle i to j. The average is taken over
configurations.

3.3 Event-chain Monte Carlo simulations

Event-chain Monte Carlo simulations are based on a Markov-Chain Monte Carlo
algorithm, i.e. states in a configuration space are proposed and accepted with
a certain probability (see Section 3.2). The method was primarily introduced by
Bernard et al. [309]. In first applications of the algorithm systems of hard particles
were investigated [309–313], for example to study the melting in two dimensions
[310, 313] or hard sphere polymer melts [311, 312]. In a recent generalization the
algorithm was extended to continuous pair interactions between particles [314].
Simulations were performed with purely repulsive pair potentials [315] to study
phase transitions in two dimensions. Event-chain Monte Carlo simulations are
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usually performed in the NV T -ensemble and are known to be faster than conven-
tional Monte Carlo algorithms [314].
In the following we introduce the theoretical concept which is based on a factorized
Metropolis acceptance criterion combined with a “lifting” concept and infinitesimal
displacements resulting in a rejection-free algorithm that fulfills maximal global
balance. We also describe the implementation of the algorithm in our simulations.

3.3.1 Theoretical concept

Factorization of the Metropolis acceptance criterion

The usual Metropolis acceptance criterion presented in equation (3.32) depends on
the statistical weights P (A) and P (B) of a current state A and a proposed state
B. In the event-chain Monte Carlo algorithm the acceptance criterion is rewritten
in a way that P (A) and P (B) are factorized [314]: In a system of N particles
that interact according to a pair potential the energy E of a state is the sum over
all pair energies between two particles 〈i, j〉, i.e. E =

∑
〈i,j〉Eij. Factorization

of the Boltzmann factor results in e−βE(A) = e−β
∑
〈i,j〉 Eij(A) =

∏
〈i,j〉 e

−βEij(A) and

consequently P (A) =
∏
〈i,j〉 Pij(A). The probability P (A) is thus a product of the

probabilities of all particle pairs Pij(A). P (B) is factorized analogously. According
to the Metropolis acceptance criterion the acceptance probability of a single pair
of particles 〈i, j〉 becomes

pacc,ij(A→ B) = min

(
1,
Pij(B)

Pij(A)

)
= min(1, e−β∆Eij(A→B)), (3.44)

where ∆Eij(A → B) denotes the potential difference of the pair 〈i, j〉 in configu-
ration A and B. Finally, the pairwise factorized Metropolis acceptance criterion –
also called Metropolis filter – is the product of the independent acceptance prob-
abilities pacc,ij(A→ B) [314, 316, 317]

pfact
acc (A→ B) =

∏
〈i,j〉

pacc,ij(A→ B) =
∏
〈i,j〉

min(1, e−β∆Eij(A→B)). (3.45)

The factorized Metropolis filter satisfies detailed balance since the same probabil-
ity flow conditions as in the usual Metropolis acceptance criterion are considered
[314]. In case of hard spheres or in systems of only two particles the factorized
Metropolis criterion is equal to the usual one. In all other cases, the number of re-
jected configurations is higher with the factorized filter in case of detailed balance
simulations [314, 317].
The factorized Metropolis filter can be applied in two ways: First, one can accept
a proposed configuration like in case of the usual Metropolis acceptance criterion,
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i.e. we choose a random number a ∈ (0, 1) and the proposed trial move is accepted
if a < pfact

acc (A → B). Alternatively, in our simulations the probability function
pfact

acc (A→ B) is not evaluated explicitly. Instead, the single independent probabil-
ities for each pair of particles are considered: Several independent random numbers
aij ∈ (0, 1) are chosen and the trial move is only accepted if aij < pacc,ij(A → B)
for all pairs 〈i, j〉. Thus, all pairs need to agree with the trial move to make it be
accepted. If at least one pair does not accept the trial move then an event takes
place. The idea of events is given in the next paragraph.
The probability of rejecting a displacement trial move is [314]

pfact
rej (A→ B) = 1− pfact

acc (A→ B) (3.46)

= 1− e−β
∑
〈i,j〉max(0,∆Eij(A→B))

≈ β
∑
〈i,j〉

max(0,∆Eij(A→ B))

where a Taylor expansion of the exponential function ex ≈ 1 + x is applied in the
last step.

Lifting concept and infinitesimal displacements

Event-chain Monte Carlo simulations make use of a lifting concept as described in
[314]. For its realization two additional variables are introduced as an extension of
the physical configuration space with points π = (r1, ..., rN). The first additional
variable – called lifting variable – defines an active particle a which is the next
one to be displaced. All other particles are referred to as target particles t. The
second additional variable gives the direction of motion in which the active particle
is displaced.
On the basis of the factorized Metropolis filter given in equation (3.45) it is deter-
mined what happens to the proposed new configuration and the lifting variable.

• If all pairs of particles accept the trial move, the proposed configuration is
taken and the lifting variable does not change in the next step.

• If at least one target particle t or respectively the pair of particles 〈a, t〉
does not accept the displacement, then the proposed trial move is rejected.
Nevertheless, the proposed new position is taken but in combination with a
lifting move. Lifting move means that the lifting variable is transferred to
the particle t that refused the displacement move. Such a lifting move does
not result in a change of the physical configuration.

Infinitesimal displacements of the active particle between two configurations effect
that the probability of accepting the move approaches one and the probability of
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rejecting a move approaches zero. Consequently, there are no multiple rejections
caused by multiple particle pairs 〈a, t〉 in one displacement move and the lifting
variable is unique. For finite displacements there would be the possibility of multi-
ple rejections such that global balance would not be satisfied (see, e.g. [314]). The
concept of global balance is explained in the next paragraph.
Since there is either a displacement move or a lifting move the algorithm is
rejection-free.

Global balance

The standard Metropolis Monte Carlo algorithm fulfills detailed balance (see equa-
tion (3.28)). In event-chain Monte Carlo simulations, however, detailed balance is
broken since displacements of particles are irreversible as described in Subsection
3.3.2. In case of a move from configuration A to configuration B, i.e. A → B,
the reverse move B → A is not proposed. Though, a weaker condition for the
transitions between states is fulfilled. The condition is called global balance. In a
general Markov-Chain Monte Carlo simulation it is sufficient when global balance
is satisfied. Global balance means that the whole probability flow going inside a
configuration A equals the flow that goes out of A [314, 316]:∑

B

P (B)pacc(B → A) =
∑
B

P (A)pacc(A→ B) = P (A). (3.47)

Here, a symmetric proposal density w(A→ B) = w(B → A) is supposed. Denot-
ing the probability flow from configuration A to B as φ(A→ B) = P (A)pacc(A→
B) one gets ∑

B

φ(B → A) =
∑
B

φ(A→ B). (3.48)

By including both displacement and lifting moves to the flow into and respectively
out of a configuration the event-chain Monte Carlo algorithm fulfills global balance.
Even maximal global balance is ensured which means that in addition to equation
(3.48) the algorithm is free of rejections, i.e. φ(A→ A) = 0 and the flow only goes
in one direction, i.e. from φ(A→ B) > 0 follows φ(B → A) = 0 (see, e.g. [314]).
To prove that maximal global balance is fulfilled the rejection probabilities of a
displacement move given in equation (3.46) are considered as probabilities of a
lifting move. Then, there are N − 1 lifting moves and one displacement move into
a state A. The flow into A corresponds to the flow out of A as proven in [314].

3.3.2 Implementation in simulations

Sampling the configuration space is implemented in an event-based algorithm, i.e.
an active particle is moved and the collisions - called events - with all other parti-
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cles are determined. In case of hard spheres, such collisions occur when particles
touch each other [309]. In case of soft particles as considered in this work the
determination of events is more tricky as explained below.
A series of successive events is referred to as an event chain. The current length
of the chain is the sum of all particle displacements within the chain. The total
length of a chain is restricted to a fixed value l. Furthermore, the cumulative
number of events per particle is given in sweeps, i.e. 1 sweep corresponds to N
events.

Implementation of event chains

As described in [314] a chain is started with an active particle a that is determined
by the random lifting variable. We randomly choose the direction ê in which par-
ticle a should move, which is limited to the positive x- or y-direction in our case.
Particle a is planned to be moved about the remaining chain length. On the way
we need to check whether the particle collides with the surrounding particles. Since
we are only interested in the first collision partner, it is not necessary to implement
infinitesimal displacements by small time increments. Instead, we determine for
each target particle t the distance ∆sat which particle a can move until a collision
occurs. If there are distances ∆sat that are smaller than the planned displacement
we choose the event partner for which the event happens temporally first. Particle
a is moved about ∆sat, i.e. ra → ra+∆satê, and its event partner becomes the new
active particle. The process corresponds to a lifting event. The remaining chain
length is reduced by the performed displacement ∆sat. The described process is
repeated for the new active particle. In case of no collisions on the way, particle a
is moved about the planned distance.
When the given chain length l is reached a new chain is started with a new random
particle as initial active particle and a new direction of motion. This procedure
ensures that the whole configuration space can be sampled. The simulation is
stopped when a given number of chains is reached.

Determination of event distances in soft particle systems

In our simulations we only search for short-range events which means that only
particles within a certain cutoff radius around the active particle are considered
as possible event partners. Long-range events may be efficiently computed by the
cell veto algorithm [316]. Possible event partners and the corresponding distance
∆sat to the event are determined according to the applied pair potential. The
procedure is explained according to [314]:
For each target particle we determine the maximal increase in pair energy E∗at
that is allowed before a lifting move occurs. The allowed rise in energy reads
E∗at = −ln(γat) with independent uniform random numbers γat ∈ (0, 1] for each
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particle pair. The displacement ∆sat until the active particle is lifted is (formally)
determined from

E∗at =

∫ E∗at

0

[dEat]
+ =

∫ ∆sat

0

[
∂Eat(rt − ra − sê)

∂s
]+ds (3.49)

with [x]+ = max(x, 0) and accordingly [x]+ ≥ 0. Target particle t that requires
the smallest distance ∆sat is the next active particle.
Since it is often difficult to solve equation (3.49), there is a trick for central po-
tentials with Eij(rij) = Eij(rij) as applied in this thesis. First, the potential is
divided into repulsive and attractive regions. In case of our potential with two
minima we consider two repulsive and two attractive regions. Events may only
occur if the pair energy between the active and the target particle increases after
a displacement of the active particle. The allowed pair energy until an event takes
place reads Elift

at = Eat(r
now
at ) + E∗at with the current pair energy Eat(r

now
at ). By

inverting Elift
at = Eat(r

lift
at ) one receives the distance rlift

at = E−1
at (Elift

at ) between a
particle pair 〈a, t〉 which leads to an event. rlift

at corresponds to the probabilistic
veto radius. The particular solution in the repulsive or attractive region is picked.
The maximal allowed displacement ∆sat then is given by the positive solution of
rlift
at = |rt − ra − ∆satê|. The allowed displacements are recalculated after each

event.
In Figure 3.3 we show the cases in which events take place for particle distances in
the repulsive and attractive region of the potential and illustrate how the maximal
displacement ∆sat is determined.

3.4 General settings of our simulations

In the simulations presented in this work we model two-dimensional colloidal sys-
tems under conditions which are suitable for the considered problem.
In the following we introduce the interaction potentials which we apply in our
simulations and specify simulation units and required input parameters. Further-
more, applied initial configurations of the particles are described. We introduce
suitable boundary conditions and determine appropriate simulation box sizes as
used in our investigations.

3.4.1 Potentials

Particles can arrange to ordered structures if internal or external forces act on
them. In case of only internal forces the process is called self-assembly [318]. In-
ternal forces can be derived from internal interaction potentials. In case of the
applied colloidal model systems the interactions can easily be altered by changing
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(a) Pair distance rnowat in the repulsive region of the potential.
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(b) Pair distance rnowat in the attractive region of the potential.

Figure 3.3: Configurations that may lead to lifting events and determination of
the event distances. (a) The distance between particle a and t is in the repulsive
part of the potential. An event may only happen if the target particle t is in front
of the active particle a with respect to the considered direction of motion (here the
positive x-direction). The distance until the lifting event is ∆sat = xnow

at −xlift
at . (b)

Particles with a distance in the attractive range of the potential. (i) The target
particle t lies behind the active particle a. When a moves forwards an event occurs
at ∆sat = xlift

at − xnow
at . (ii) The target particle is ahead in the beginning. After a

has come so close to t that rat = r⊥at the particle distance becomes larger when a
keeps on moving. After a has passed t, an event is possible with ∆sat = xnow

at +xlift
at .
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the potential parameters. We employ two different kinds of potentials that can
stabilize quasicrystals.

The Lennard-Jones–Gauss potential

Previously, Rechtsman et al. [319–322] designed Lennard-Jones potentials with an
additional Gaussian term in order to stabilize targeted structures via optimization.
By choosing Gaussian terms that support or respectively disfavor certain lengths
Rechtsman et al. found potentials that stabilize two-dimensional square lattices
[319] and honey comb lattices [319, 320], as well as three-dimensional cubic lattices
[321] and diamond structures [322].
Engel et al. [28, 29] picked up the idea of an isotropic Lennard-Jones pair potential
with an additional Gaussian term to investigate structures that arise for different
potential parameters. The employed Lennard-Jones–Gauss potential reads [28, 29]

VLJG(r)

ε0
=
(r0

r

)12

− 2
(r0

r

)6

− ε exp

(
−(r − rG)2

2r0σ2

)
(3.50)

and resembles the effective pair potentials in many metals that consist of a repul-
sive core and a decaying oscillating tail called Friedel term [86, 323, 324].
ε0 and r0 give energy and length unit and r = |ri−rj| denotes the distance between
two particles i and j. For most values of the potential parameters rG, ε and σ2

a double-well potential is induced. The first minimum results from the Lennard-
Jones part and is located exactly at r = r0. The second minimum is caused by the
Gaussian term. rG determines its position, ε its depth and σ2 its width. The two
minima provide two supported lengths between the particles. Note that two min-
ima is a good starting condition to model quasicrystals with two incommensurate
length scales.
In systems of identical particles that interact according to the Lennard-Jones–
Gauss potential Engel et al. [28, 29, 91] observed the self-assembly of complex
structures. For appropriate potential parameters the authors found decagonal
and dodecagonal quasicrystalline arrangements with two incommensurate lengths.
Note that the length scales in the assembled quasicrystals do not exactly cor-
respond to the potential minima but are slightly shifted [14]. Farther, periodic
structures like triangular, square or honeycomb lattices were observed for further
potential parameters [28].
In this thesis, we apply the Lennard-Jones–Gauss potential with parameters that
support decagonal and dodecagonal quasicrystals. The former ones are stabilized
with the parameters rG = 1.52, ε = 1.8 and σ2 = 0.02 [28, 29]. The corresponding
potential is visualized in Figure 3.4 (a). Decagonal quasicrystals are supported for
pressure p = 0 and temperatures below the melting temperature Tm = 0.56± 0.02
[29]. Suitable parameters for dodecagonal quasicrystals are rG = 1.95, ε = 2.0
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and σ2 = 0.02 [91]. The corresponding potential is depicted in Figure 3.4 (b).
With these parameters dodecagonal quasicrystals form at p = 0 and T < Tc with
Tc = 0.80 ± 0.03 denoting the transition temperature to a hexagonal phase [91].
Since the potential is short-range it is cut and shifted appropriately at a cutoff
radius rcut = 2.5, which is larger than both length scales of the potentials.
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Figure 3.4: Lennard-Jones–Gauss potential with different potential parameters.
(a) rG = 1.52, ε = 1.8 and σ2 = 0.02 support decagonal structures. (b) rG = 1.95,
ε = 2.0 and σ2 = 0.02 favor dodecagonal structures.

Pair potential with preferred binding angles

Aside from isotropic interactions between particles we also study patchy colloids
with preferred binding angles. Patchy colloids are furnished with regions – called
patches – that attract each other (see Section 5.1 for a detailed description of
patchy colloids). For realizing the interactions in simulations we modify the
Lennard-Jones potential by multiplying it with an additional anisotropic term
that depends on the binding angles. Such a potential has been used in previ-
ous simulations to study self-assembly and crystallization processes in two- and
three-dimensional systems of patchy colloids [30, 118–121, 257–261]. The com-
plete potential is given by

Vp(r, θk, θl) = VLJ(r) · Va(θk, θl). (3.51)

The Lennard-Jones potential reads

VLJ(r) = ε0

[(r0

r

)2n

− 2
(r0

r

)n]
(3.52)
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(see also previous paragraph). Here, the Lennard-Jones exponent n is variable.
It determines the width of the potential minimum which will be adjusted to the
simulations. r0 gives the location of the potential minimum. The angular term is
of the form

Va(θk, θl) = exp

(
− θ2

k

2σ2
pw

)
exp

(
− θ2

l

2σ2
pw

)
, (3.53)

where θk or respectively θl denote the angles between the nearest patch on particle
i or respectively particle j to the interparticle vector between particle i and j (see
sketches on the right hand side of Figure 3.5). σpw models the patch width. For
instance, later in this thesis we model particles with five symmetrically arranged
patches with a width σpw = 0.49 which are known to form dodecagonal qua-
sicrystals at appropriate thermodynamic conditions [119–121]. The corresponding
potential is illustrated in Figures 3.5 (a) and (b).
Dependent on the structure that we want to stabilize we slightly alter the angular
term in some simulations. The modified angular term reads

Va(θk, θl) = exp

(
− θ2

k

2σ2
1

)
exp

(
− θ2

l

2σ2
1

)
+ exp

(
− θ2

k

2σ2
2

)
exp

(
− θ2

l

2σ2
2

)
(3.54)

with two patch widths σ1 and σ2. Thus, we can model a narrow patch width
σ1, while a superposition with a broad patch width σ2 ensures that the patches
still find each other within a reasonable time. We will see in Chapter 5 that
narrow patches are required to stabilize octagonal and decagonal quasicrystals. A
potential that stabilizes octagonal quasicrystals is shown in Figures 3.5 (c) and
(d).
The potentials are truncated at rcut = 3. Note that this cutoff radius is larger than
the cutoff radius of the Lennard-Jones–Gauss potential. This choice is due to the
variable Lennard-Jones exponent n. For low values of n the potential minimum
is broadened and the potential approaches zero only at larger distances than the
Lennard-Jones–Gauss potential.
The complete potential Vp(r, θk, θl) as given in equation (3.51) models the inter-
action between particles with patches that extend into the particle core. Alterna-
tively, in recent works [30, 118–120, 257–261] particles are furnished with patches
at the surface, i.e. the angular modifications are only present for distances that
are larger than the radius of the particles:

Vp,surf(r, θk, θl) =

{
VLJ(r) r ≤ r0

VLJ(r) · Va(θk, θl) r ≥ r0.
(3.55)

If not stated otherwise, we employ Vp,surf(r, θk, θl) in our simulations.
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Figure 3.5: Pair potentials between patchy colloids with preferred bond angles.
(a) and (b) show a potential with one patch width σpw = 0.49 and Lennard-Jones
exponent n = 6. The potential stabilizes dodecagonal quasicrystals in case of
particles furnished with five patches. In (a) we depict the potential as a function
of the pair distance r/r0. The potential minimum is deepest for patches that are
oriented towards each other (solid line) and lowest for opposite patches (dashed
line). (b) illustrates the dependence of the potential on the binding angle θk at
fixed θl = 0 and r = r0. (c) and (d) show a potential with two patch widths
σ1 = 0.02 and σ2 = 0.29 and Lennard-Jones exponent n = 3. The potential
stabilizes octagonal quasicrystals in case of particles decorated with eight patches.
Similar to (a) and (b) we depict the dependence on (c) the distance and (d) the
angle. On the right hand side we sketch particles with five and respectively eight
symmetrically arranged patches illustrated by arms around the particles. We show
a similar illustration in [121].
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3.4.2 Simulation units and parameters

It is convenient to apply reduced or dimensionless units in simulations. This
procedure has the advantage that the numerical values are in the order of unity
instead of possibly very small values in the order of the atomic length scale.
Our potentials are given in Lennard-Jones units. With the length unit r0 the
particle density ρ = N/(Lx Ly) with box lengths Lx and Ly is given in units of
1/r2

0. The energy is measured in units of ε0 and, accordingly, ε0/kB describes the
temperature unit. kB denotes the Boltzmann constant.
In case of Brownian dynamics simulations the time unit is the Brownian time
τB = γr2

0/ε0 with the friction coefficient γ of a particle. The time increment ∆t of
a single simulation step needs to be chosen deliberately. On the one hand, ∆t has
to be small enough such that the particles do not move too far in a single time step
to prevent the loss of important information. On the other hand, ∆t must not be
too small since for small ∆t the simulation time increases. We apply ∆t = 1 ·10−4,
which is just small enough to avoid too large forces.

3.4.3 Initial configurations

Simulations can be started with different initial configurations. In this thesis,
we either start with particles placed on a perfect quasicrystalline lattice or with
random initial positions. Concerning the former case we create perfect quasicrys-
talline lattices with octagonal, decagonal or dodecagonal symmetry by occupying
the minima of an appropriate external laser potential with colloids (see Section
4.2). Further common construction methods are listed in Subsection 2.3.5. The
lattices are scaled in a way that the desired particle densities are reached.
In case of initial random particle positions, the positions are determined numeri-
cally by a random number generator.

3.4.4 Boundary conditions and size of simulation box

We model particles in two-dimensional simulation boxes of finite size. The box
lengths are termed Lx and Ly. In order to handle the boundaries one can model
hard walls, i.e. the particles are repelled like in an elastic collision when touching
a wall. However, such walls can have a great influence on the dynamics of the
particles.
An alternative employed in this thesis is periodic boundary conditions which model
a system of quasi infinite size (see Figure 3.6). Copies of the simulation box
including copies of the particles are repeated periodically in all directions in space
around the considered simulation box. Copies of the particles are called mirror
particles. The motion of the particles in the simulation box and the motion of
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their mirror particles in all neighboring boxes is parallel. Every time a particle
leaves the simulation box at one side, it reappears at the opposite side. Thus, at
any time there is a constant number of particles in the simulation box. In case of
interacting particles, the interaction partners can be in the neighboring boxes, i.e.
if the distance d in x- or y-direction between a particle a and a particle b is larger
than Lx/2 or Ly/2, then the considered particle a interacts with the closest mirror
particle of b.

Figure 3.6: Illustration of a simulation box with periodic boundary conditions. The
simulation box (white) is surrounded by copies of itself (gray) in each direction. A
particle (red) that leaves the simulation box at one side reappears at the opposite
side due to the parallel movement of mirror particles in the neighboring boxes.

Note that the finite box size can result in finite-size effects that modify the physi-
cal properties of the system. For instance, in systems with periodic boundaries
the possible fluctuations are limited to the box size, i.e. the longest allowed wave-
lengths in x- and y-direction are λx = Lx and λy = Ly. In order to determine
and study finite-size effects one needs to perform and compare simulations with
different system sizes [307].

Since quasicrystals are quasi-periodic they cannot be modeled perfectly at the
edges of a simulation box with periodic boundary conditions. To keep the disconti-
nuities as low as possible, we search approximants for the considered quasicrystals.
An approximant is a local quasicrystalline structure that is repeated periodically
outside of the simulation box. The length Lx and the height Ly of the simulation
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box are chosen in a way that particles crossing the boundaries are exposed to only
small discontinuities.
We derive possible box sizes for continuous quasicrystalline potentials in two di-
mensions that can be created by means of n interfering laser beams. The potential
reads [8, 125, 325]

V (r) = −V0

n2

n−1∑
j=0

n−1∑
k=0

cos[(Gj −Gk) · r] (3.56)

with wave vectors

Gj = (2π/aV cos[2πj/n], 2π/aV sin[2πj/n]), j = 0, ..., (n− 1) (3.57)

where aV = 2π/|Gj|. −V0 denotes the minimal depth. A detailed deduction and
description of such laser potentials is presented in Section 4.2.
The box dimensions are determined in a way that the potential is similar at the
edges, i.e. V (x, y) ≈ V (x+ Lx, y) and V (x, y) ≈ V (x, y + Ly). Therefore, the side
lengths Lx and Ly need to be integer multiples of the potential length scales that
are given by 2π/Gj,x and 2π/Gj,y, i.e.

Gj,x Lx
!

= 2πkj and

Gj,y Ly
!

= 2πlj (3.58)

with kj, lj ∈ Z. We determine possible box lengths for decagonal and for dodecago-
nal quasicrystals which are modeled in this thesis.
A decagonal quasicrystal is constructed from five wave vectors out of which two
are linearly independent. The length scales in x-direction read 2π/G0,x = aV ,
2π/G1,x = 2τ aV and 2π/G2,x = −2/τ aV with the golden mean τ . Since the ratios
of the length scales are no rational numbers, it is not possible to find a box length
that is a multiple of all length scales. In order to find a box length that fits as
good as possible, Lx has approximately to fulfill

Lx = k1 aV , (3.59)

Lx = k2 2τ aV and

Lx = −k3 2/τ aV , k1, k2, k3 ∈ Z.

Combining the first two equations the integers k1 and k2 have to fulfill k1/k2 = 2τ .
Since τ can be approximated by the ratio of two consecutive Fibonacci numbers
Fn and Fn+1 (see Subsection 2.3.3) we may choose k1 = 2Fn+1 and k2 = Fn. Then,
Lx = 2Fn aV is a proper box length. Since in decagonal quasicrystals there are
only two incommensurate lengths scales, the third condition of equation (3.59) is
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fulfilled trivially.
In y-direction the length scales are given by G1,y/2π = sin(2π/5) aV and G2,y/2π =
sin(4π/5) aV . Again their ratio is τ such that Ly = Fm aV /sin(π/5) with a Fi-
bonacci number Fm is an appropriate box length.
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Figure 3.7: Laser potential V (r) with decagonal symmetry along the edges of the
simulation box. (a) Potential along Lx = 2FnaV for Fn = 8, 13, 21 (right border of
the simulation box). The potential at x0 = 0 (left border) is additionally illustrated
in red, but hardly visible due to the negligible small difference to the potentials
at the mentioned lengths Lx. (b) Differences between the potentials at x0 and Lx.
(c) Potential along Ly = FmaV /sin(π/5) for Fm = 8, 13, 21. Again, the potential
at y0 = 0 is hardly visible. (d) Differences between the potentials at y0 and Ly.

Figure 3.7 (a) depicts the considered decagonal laser potential V (r) as introduced
in equation (3.56) at fixed x0 = 0 (left border of the simulation box) together
with the potential at fixed Lx = 2FnaV for Fn = 8, 13, 21 (right border of the
simulation box). The differences between the potentials at the left and the right
borders are very small as illustrated in Figure 3.7 (b). The greater the Fibonacci
number Fn is, the smaller becomes the difference. Analogously, Figures 3.7 (c)
and (d) show the potential at fixed y0 = 0 (lower border of the simulation box)
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and Ly = FmaV /sin(π/5) for Fm = 8, 13, 21 (upper border of the simulation box)
and the differences between the potentials at the upper and the lower border.
In case of dodecagonal quasicrystals possible box dimensions are equal in x- and
y-direction. The calculation is demonstrated for the box length Lx. The length
scales are 2π/G0,x = aV , 2π/G1,x = 2aV /

√
3 and 2π/G2,x = 2aV , which results in

the conditions

Lx = k1 aV and (3.60)

Lx = 2/
√

3k2 aV , k1, k2 ∈ Z.

Consequently, the ratio between k1 and k2 needs to fulfill k1/k2 = 2/
√

3. We
approximate Lx = 2k aV with the condition ∃l : l/k ≈

√
3 (l, k ∈ Z). Possible

integer numbers are k = 4, 11, 15, 19, 22, 26, 30, 37, 41, 45, 52, .... For selected values
of k, the dodecagonal laser potential at the edges of the simulation box and the
potential differences are shown in Figure 3.8 (a) and (b). Since possible box
dimensions are equal in x- and y-direction, we only illustrate the potential for
constant Lx and varying y.
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Figure 3.8: Laser potential V (r) with dodecagonal symmetry along the edges of
the simulation box. (a) Potential along x0 = 0 and Lx = 2k aV for k = 11, 15, 19.
(b) Differences between the potentials at x0 and Lx.

Note that in order to get real approximants, i.e. structures with exactly the same
potential at the edges, we have to adapt the wave vectors appropriately in a way
that the box lengths become exact multiples of the length scales. Such real ap-
proximants are employed, e.g. to find phasonic flips with the help of the projection
method (see Chapter 8).
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3.5 Analyzing tools

In an arrangement of particles it is often not straightforward to identify the under-
lying order. In our systems we are interested in the positional and orientational
order. Positional order means regular distances between the particles. Orien-
tational order refers to the orientation of groups of particles, i.e. the directions
between interparticle vectors.
In this Section we introduce mathematical tools that we will apply later in this
thesis to determine the order of our structures. In addition, a method to identify
and analyze defects in quasicrystals is presented.

3.5.1 Pair distribution and pair correlation function

The pair distribution function g(r) is a measure for the average packing of particles
around a chosen particle dependent on the vector r. Usually, the pair distribution
function is averaged over all particles, i.e. each particle is once considered as central
particle. One obtains

g(r) =
1

(N − 1) ρ

〈
N∑
i=1

N∑
j=1
j 6=i

δ(r − (ri − rj))
〉

(3.61)

where ri − rj denotes the vector between two particles at the positions ri and rj.
N describes the number of particles and ρ the average density.
In case of the radial distribution or pair correlation function g(r) only the absolute
distance |r| = r between the particles is considered. For computation, g(r) is
discretized according to [326]

g(r, dr) =
〈N(r + dr)−N(r)〉

Ashellρ
. (3.62)

〈N(r+ dr)−N(r)〉 gives the average number of particles in a shell of inner radius
r and outer radius r + dr (see Figure 3.9). The number is divided by the average
global density ρ and the area Ashell of the considered shell in two dimensions. In
case of a small thickness dr one obtains Ashell = 2πrdr in a good approximation.
g(r) is stored in a histogram of bin size dr. Note that dr needs to be small
compared to r, i.e. small enough to capture all important information, but large
enough to obtain sufficient statistics in each bin.
In an ideal gas all distances between particles appear with the same probability
such that g(r) = 1. In a system of hard particles with radius R, particles are
not allowed to overlap such that g(r) = 0 for small distances r < 2R. The
behavior of g(r) for large distances depends on the configuration. For instance,
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Figure 3.9: Determination of the radial distribution function g(r). The black
particles lie within a shell of inner radius r and width dr around a central particle
(red).

in a fluid particles are uncorrelated and g(r) = 1 for large distances r >> 2R.
Peaks in between reveal the local structure. In an ordered structure, e.g. a crystal
or a quasicrystal, g(r) shows sharp peaks which give the distribution of distances
between the particles.
In this thesis we apply g(r) to determine the positional order of the structures that
assemble in our simulations.

3.5.2 Structure factor

In order to identify the orientational order or respectively the rotational symmetry
of our structures we calculate the structure factor S(q) in reciprocal space, which
is given as a function of the wave vector q. The structure factor is defined by
S(q) = 1

N
〈|ρ(q)|2〉 with the Fourier density

ρ(q) =

∫
V

ρ(r)exp(−iq · r)dr =
N∑
i=1

exp(−iq · ri), (3.63)

where we applied the local density ρ(r) =
∑N

i=1 δ(r−ri) in a system with discrete
particle positions ri. Brackets 〈...〉 denote the ensemble average. Finally, one gets
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S(q) =
1

N
〈|ρ(q)|2〉

=
1

N

N∑
i=1

N∑
j=1

〈exp[−i q · (ri − rj)]〉

=
1

N

 N∑
i=1

〈1〉+
N∑
i=1

N∑
j=1
j 6=i

〈exp[−i q · (ri − rj)]〉


= 1 +

1

N
〈
N∑
i=1

N∑
j=1
j 6=i

∫
V

dr exp(−i q · r) δ(r − (ri − rj))〉

= 1 + ρ

∫
V

g(r) exp(−i q · r)dr. (3.64)

The pair distribution function and the structure factor are, hence, Fourier trans-
forms of each other: The structure factor describes density correlations in recip-
rocal space.
In the limit of long wavelengths q → 0 long length scales are taken into account
and fluctuations in the structure factor occur. It is

lim
q→0

S(q) = ρkBTκT (3.65)

with the Boltzmann constant kB, temperature T and isothermal compressibility
κT = − 1

V
(∂V
∂p

)|T [327].

3.5.3 Angular distribution function

Another tool applied in this thesis to measure the orientational order is the angular
distribution function g(φ). It counts how often bond angles between neighboring
particles occur and thus shows which bond angles are preferred. It is defined as

g(φ) =
N∑
i=1

∑
k∈NNi
l∈NNi,k

δ(φ− φkl). (3.66)

NNi describes the nearest neighbors of particle i and NNi,k = NNi ∩NNk.
φkl = ∠lik denotes the angle between the particles lik (see also [328]).
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3.5.4 Order parameters and their correlation functions

Positional as well as orientational order of many-particle systems can also be char-
acterized by order parameters and corresponding correlation functions. The latter
show a characteristic decay in each phase and thus help to distinguish between
phases. Correlation functions are especially useful to investigate phase transitions
as done in Chapter 7 in this thesis.

Bond-orientational order

With the bond-orientational order parameter a system can be tested for a given
symmetry. The complex local m-fold bond-orientational order parameter of a
particle j at position rj reads [33, 249]

ψm(rj) =
1

Nk

Nk∑
k=1

exp(imθjk). (3.67)

The sum runs over all nearest neighbors k = 1, ...Nk of particle j. θjk is the
angle between the bond from particle j to particle k and an arbitrary but fixed
reference direction, e.g. the x-axis (see Figure 3.10). A change of the reference axis
would result in a rotation of the order parameter but the absolute value remains
unchanged. m is an integer that indicates the symmetry that is tested for, for
instance ψ10 and ψ12 detect the orientational order with respect to decagonal and
dodecagonal symmetry. In a perfect lattice the bonds of nearest neighbors are
restricted to the symmetry directions. Deviations from the symmetry directions
lead to a decrease of the order parameter.
The order parameter highly depends on the definition of nearest neighbors [329].
One way is to consider all particles within a cutoff radius rcut around particle
j as nearest neighbors of j. A further method that does not introduce any pa-
rameter is based on a Voronoi construction [330], i.e. two particles are said to be
nearest neighbors if their Voronoi cells share one side. We usually apply the first
method with a cutoff radius that is larger than both length scales present in the
quasicrystal in order to ensure that particles at both distances contribute to the
order parameter.

The bond-orientational correlation function gm(r) gives the correlation between the
bond-orientational order parameter of pairs of particles as a function of the distance
r between the particles. gm(r) is defined as the average product of the order
parameter ψm at position ri and its complex conjugate at position rj [249, 331]:

gm(r) = 〈ψm(ri)ψ
∗
m(rj)〉. (3.68)

The average is taken over different pair positions with the same distance and over
configurations. The imaginary part of the bond-orientational correlation function
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0jk

k

j

Figure 3.10: Definition of the angle θjk between nearest neighbor particles. The
outer particles (blue) are said to be nearest neighbors of the inner particle (red).
The bond between two particles j and k and a reference axis (the x-axis in our illus-
tration) defines the angle θjk between the two particles. Note that the illustrated
bonds do not represent chemical bonds.

cancels out within a pair of particles.

Positional order

Similarly, the positional order can be measured by means of the positional order
parameter

ρG(r) = exp(iG · r) (3.69)

with a chosen wave vector Gj of the reciprocal lattice.
The positional correlation function is defined as the average product

gG(r) = 〈ρG(ri)ρ
∗
G(rj)〉 (3.70)

= 〈exp[iG · (ri − rj)]〉.

For symmetry reasons the imaginary part cancels out within a pair of particles at
positions ri and rj and the resulting correlation function only consists of a real
part.
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3.5.5 Selective density wave analysis for dislocation detec-
tion

In periodic crystals it is often possible to recognize defects by regarding the ar-
rangements of particles in real space. In quasicrystals it is usually difficult to
observe defects in real space due to the lack of translational order.
We illustrate a method previously used by Korkidi et al. [332] to identify and
analyze dislocations in quasiperiodic patterns (see Section 2.6 for a definition of
dislocations). With the method dislocations can be made visible by illustrating
individual density modes.
Due to the discrete diffraction pattern of crystals or quasicrystals one can express
the density field ρ(r) as a sum of partial waves with the wave vectors Gj, i.e.
the complete density field ρ(r) is given by a superposition of single density modes
[9, 61, 333]

ρ(r) =
n∑
j=1

ρj exp(−iGj · r). (3.71)

The coefficients read ρj = |ρj|exp(i φj) with phases φj (see also Subsection 2.5.1).
We choose n symmetric wave vectors in order to describe a system with m-fold
rotational symmetry. Here, m = n if n is even and m = 2n if n is odd. Note that
only D wave vectors are linearly independent, where D is the rank of the system.
Appropriate phases and wave vectors are specified in Section 4.2.
In order to obtain a single density mode, ρ(r) is transformed into Fourier space by

ρ̃(q) =
∑
r

ρ(r)exp(iq · r). (3.72)

The process is illustrated in Figure 3.11 (a) using the example of a structure with
decagonal order and a systematically incorporated dislocation pair (data obtained
by Johannes Hielscher). The positions of the particles are shown in the main
Figure, while the inset depicts the Fourier transform in reciprocal space. Bragg
peaks appear where q corresponds to a wave vector Gj or a linear combination of
several wave vectors. We filter out small regions around a Bragg peak ρ̃(Gj) and
its opposite ρ̃(−Gj) (see insets of Figures 3.11 (b)-(f)). ρ̃(q) is set to zero in the
remaining image. The inverse Fourier transform of the selected peaks provides the
single density mode with wave vector Gj in real-space (see Figures 3.11 (b)-(f)).
The graphical illustration of a density mode is referred to as Bragg contrast image.
In case of no dislocations, all density modes are composed of regular stripes. Dis-
locations are identified by discontinuities in the stripe pattern in the form of in-
terrupted lines in certain Bragg contrast images, e.g. in Figures 3.11 (b)-(e) in our
example.
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Figure 3.11: (a) Structure with decagonal order and a systematically incorporated
pair of dislocations. The data for the positions of the particles are obtained by
Johannes Hielscher who did the synthesis of the structure in hyperspace. The inset
depicts the Fourier density ρ̃(q) in reciprocal space. The inner ring consists of ten
symmetrically arranged Bragg peaks. The red arrows indicate the respective mode
directions. (b)-(f) Single density modes obtained from inverse Fourier transforms
of filtered regions around opposite Bragg peaks as depicted by red circles in the
insets. Note that we plot the absolute value of the density modes such that in our
illustrations the lines split up into three lines at the positions of a dislocation.
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In order to analyze a dislocation quantitatively one can determine its Burgers vec-
tor b on the basis of several Bragg contrast images with wave vectors in different
directions. A detailed description is found in [247, 332].
Generally, the method cannot only be applied to athermal structures with sharp
diffraction peaks, but also to structures with finite temperatures. In the latter
case, the Bragg peaks are not well-defined but rather diffuse. The density modes
depend on the size of the filtered areas which needs to be adopted appropriately
to get the required information [332].
Note that isolated phasonic flips are hard to identify by Fourier mode analysis.
Although they cause a local disorder compared to the perfect tiling the global
order of the structure is not affected significantly [247].



Chapter 4

Colloids in two-dimensional
quasicrystalline laser fields

Colloids as mesoscopic model systems are well-suited for predicting properties of
atomic systems (see Section 2.7). Beside internal interactions between colloids
that can influence the order and dynamics of the structures, also external fields
can have an impact. For instance, in external light fields colloids are forced to-
wards the highest light intensity [25, 26].
In this Chapter we investigate the arrangements and dynamics of colloidal particles
in quasiperiodic interference patterns induced by laser beams. The setup was ini-
tially applied in experiments by Burns et al. [334] and picked up by Mikhael et al.
[7, 129, 130]. Similar experimental and numerical studies followed [11, 12, 27, 126,
335]. Aside from colloidal suspensions, also liquid crystals [325], photosensitive
materials [141, 142] or systems of cold atoms [135–137, 336–338] can arrange to
quasicrystalline structures induced by interference patterns.
A great advantage of light-induced quasicrystals is the possibility of activating
specific phasonic displacements by tuning the phases of the laser beams appropri-
ately (see, e.g. [11, 12, 27]). In previous studies [11, 12] colloidal trajectories in
two-dimensional quasicrystals with rank D = 4 were predicted when a phasonic
drift was applied. Therefore, the colloids were mapped inside characteristic areas
of phononic and phasonic displacements which are similar to unit cells in periodic
crystals. Here, we employ the method to determine the stability of colloids in
quasicrystals with rank D = 4 against phasonic perturbations. Furthermore, we
predict colloidal trajectories in quasicrystals with rank D = 6 in the presence of
phasonic drifts.
The Chapter is organized as follows: In Section 4.1 we introduce optical tweezing –
a method to confine particles by laser beams. In Section 4.2 interference patterns
that induce quasiperiodic arrangements of colloids in the plane are described. In
the following Sections 4.3 and 4.4 we present our studies concerning the stability

93
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and trajectories of colloids exposed to phasonic displacements. The Chapter is
finished with a conclusion in Section 4.5.
Parts of the investigations presented in this Chapter are reproduced with permis-
sion from our publication [A] or respectively our manuscript [F] which is accepted
for publication. A detailed statement about the concerned Sections and the con-
tributions of the authors is given in the List of publications.

4.1 Optical tweezing

Optical tweezing is a method to confine particles with the help of light [339]. For
instance, colloids in charge stabilized colloidal suspensions feel a force towards the
maximal light intensity when exposed to a laser beam. The effect was firstly inves-
tigated by Arthur Ashkin in 1970 [25]. Nowadays, optical tweezing is a tool that
is widely used in physics, chemistry and biology to manipulate particles without
mechanical influence. In 2018 the Nobel Prize in physics was granted “for ground-
breaking inventions in the field of laser physics”. One half was awarded to Arthur
Ashkin “for the optical tweezers and their application to biological systems” [340].

a

Laser intensity

b

Dpa

Dpb

Dptot

Figure 4.1: Momentum transfer from light rays to a colloid. A colloid (red circle) is
located beside the center of a laser beam. The intensity profile is illustrated on the
left. The light intensity increases towards the center of the beam, i.e. ray a carries
more light than ray b. The transferred momenta (blue) and the resulting forces on
the colloid increase near the beam focus. The total transferred momentum ∆ptot

is the sum of the transferred momenta of all rays and is directed towards the beam
focus.
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For colloids that are larger than the wavelength of the incoming light, optical
tweezing can be explained with ray optics. In Figure 4.1 we suppose a laser beam
with a Gaussian intensity profile. The beam encounters a colloidal suspension in
which the refraction index of the colloids n1 is larger than the one of the dispersion
medium n2. The light rays first penetrate and then leave a colloid. Reflections at
the interfaces are neglected in our illustration. When passing the colloid, the light
rays are refracted which causes a change of momenta in direction and magnitude.
The momentum in the colloid and in the suspension – denoted by p1 and p2 –
is given by pi = E

c
ni, (i ∈ {1, 2}), where E = hν is the energy of the beam.

h denotes Planck’s constant and ν the frequency of the light beam. c gives the
velocity of light. Due to momentum conservation the difference ∆p = pin−pout of
the momentum of the incoming and outcoming rays is transferred to the colloid.
In a Gaussian laser profile the laser intensity is largest in the center of the beam.
Accordingly, the colloid is driven with a total force F = dp

dt
in the direction of

the maximal light intensity. These optical forces are in the range of Pico- to
Nanonewton. The component in the direction of the light is called axial force
and is also present in plane waves. The total perpendicular component gives the
gradient force which makes the colloids move towards the center of the beam.

4.2 Quasicrystalline interference patterns

Interfering laser beams cause interference patterns in the plane. In the case of
n = 5 or n ≥ 7 symmetrically arranged laser beams quasicrystalline patterns form
[7, 8, 11, 27, 125–127, 129, 130]. In Figure 4.2 we depict twelve laser beams that
effect an interference pattern with dodecagonal rotational symmetry in the plane.

In the following we derive the intensity distribution and the corresponding poten-
tial of an interference pattern created by n laser beams (see also [325, 341]): The
electric field Ej(r) of a single laser beam propagates with a polarization E0j and
a phase φj in the direction of the wave vector Gj, i.e.

Ej(r) = E0j Re{exp[i(Gj · r + φj − ωt)]}
= E0j cos[Gj · r + φj − ωt]. (4.1)

r = (x, y) denotes the position. The temporal evolution is given by ωt where ω
is the circular frequency of the light. The total electric field of n interfering laser
beams is given by the sum of the electric fields of all laser beams:

E(r) =
n−1∑
j=0

E0j cos[Gj · r + φj − ωt]. (4.2)
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(a)
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(b)

Figure 4.2: (a) Arrangement of twelve laser beams that create an interference
pattern with dodecagonal symmetry. The beams are set symmetrically around the
direction normal to the sample plane. The opening angle between a beam and the
normal direction is small. The arrows depict the wave vectors of the laser beams.
All beams have the same polarization. (b) The lattice vectors Gj with j = 0, ..., 11
correspond to the wave vectors projected onto the sample plane. Similar settings
are shown by Schmiedeberg et al. [8, 125] for five laser beams.

The intensity I(r) of the resulting interference pattern is proportional to the
squared total electric field averaged over time. The average is taken over one
oscillation period T = 2π/ω of the oscillating pattern, i.e.

I(r) ∝
∫ T

0

dt

{
n−1∑
j=0

E0j cos[Gj · r + φj − ωt]
}2

=

∫ T

0

dt

n−1∑
j=0

n−1∑
k=0

E0j ·E0k cos[Gj · r + φj − ωt] cos[Gk · r + φk − ωt]

∝
∫ T

0

dt
n−1∑
j=0

n−1∑
k=0

E0j ·E0k{cos[(Gj +Gk) · r + φj + φk − 2ωt]

xxxxxxxxxxxxxxxxxxx+ cos[(Gj −Gk) · r + φj − φk]}

∝
n−1∑
j=0

n−1∑
k=0

E0j ·E0k cos[(Gj −Gk) · r + φj − φk] + const (4.3)

From the second to the third line we used the addition theorem cos(x)cos(y) =
[cos(x+ y) + cos(x− y)]/2. Within integration the first term cancels out.
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In the following we assume identical polarizations of all beams, which can be
realized most easily in experiments. In the limit of vanishing opening angles θ
between the beams and the normal direction, i.e. θ → 0, the intensity pattern
possesses perfect rotational symmetry and the corresponding laser potential reads
[8, 125, 325]

V (r) = −V0

n2

n−1∑
j=0

n−1∑
k=0

cos[(Gj −Gk) · r + φj − φk]. (4.4)

V0 denotes the potential strength and it is V (r) = −V0 at the place of the deepest
minimum [8, 126].
To underline the symmetry we choose n symmetric wave vectors as shown in Figure
4.2. Their projections onto the sample plane read

Gj = (2π/aV cos[2πj/n], 2π/aV sin[2πj/n]), j = 0, ..., (n− 1) (4.5)

with the length scale of the potential aV = 2π/|Gj|. Note that only D of the
wave vectors are linear independent, where D denotes the rank of the structure
(see Section 2.4).
The phases φj of the laser beams are parameterized according to the phononic and
phasonic variables. In case of quasicrystals with rank D = 4 the parameterization
of the phases reads [9, 12]

φj = Gj · u+GkjmodN ·w + γ/n. (4.6)

GkjmodN = G⊥j denote the wave vectors in perpendicular space and need to fulfill
the relation

∑
j GjpG

⊥
jq = 0 [234] with p, q ∈ {x, y} describing the components of

the respective vectors. A possible choice for the parameter k is k = 3 for n = 5
or n = 8 laser beams and k = 5 for n = 12 beams. The vector u = (ux, uy)
describes the phononic displacement and w = (wx, wy) the phasonic displacement.
Quasicrystals with D > 4 possess more phasonic variables. A possible parameter-
ization of the phases of a quasicrystal with rank D = 6 is given in [13] where we
investigate quasicrystals with 14-fold rotational symmetry. Phases different from
zero can lead to phasonic excitations. In contrast to u and w the global phase
γ is no hydrodynamic variable and does not have an influence on the interference
pattern. We choose γ = 0.
In Figure 4.3 we illustrate potential landscapes V (r) with various crystalline and
quasicrystalline symmetries. Minima in the potential appear blue or yellow, larger
values are depicted in red. Note that the symmetry of the interference pattern in
two dimensions has to be even. I.e., when n laser beams are applied the resulting
interference pattern possesses m-fold rotational symmetry, where m = 2n when n
is odd and m = n when n is even [12, 234].
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Figure 4.3: Potential landscapes V (r) created by various numbers n of laser beams.
The phases are set to zero. In all pictures there is a global symmetry center at
the origin where all laser beams are completely in phase. The Figures are sorted
ascending in their rank D. The length scales in x- and y-direction correspond to
aV = 2π/G.
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So far we have investigated continuous potential landscapes. In this work we
additionally study quasicrystalline arrangements of colloids at discrete positions.
For the synthesis we put colloids inside the continuous two-dimensional potential
landscapes. In case of potential strengths that are much larger than the thermal
energy of the particles, i.e. V0 � kBT , all colloids are located in the local potential
minima [7, 12]. The arrangements of particles possess the symmetry prescribed by
the light fields.
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Figure 4.4: Arrangements of colloids in laser fields with φj = 0. The fields provide
(a) and (b) decagonal, (c) and (d) octagonal and (e) and (f) dodecagonal sym-
metry. Left column: All potential minima are filled with colloids. Right column:
Only certain minima are occupied which results in (b) a Tuebingen tiling, (d) an
Ammann-Beenker tiling and (f) a shield tiling. The criteria which minima are
occupied are described in the following Section.
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In Figure 4.4 we illustrate discrete colloidal positions in a decagonal, a dodecagonal
and an octagonal potential landscape. In each case we show the positions when
all potential minima are occupied in the left column, while in the right column we
exclusively occupy the minima that lead to a typical tiling, i.e. a Tuebingen tiling,
a shield tiling and an Ammann-Beenker tiling.
Note that the interference patterns of laser beams look similar to the density field
ρ(r) (see equation 2.15 in Subsection 2.5.1). In laser fields the colloids occupy
most likely the potential minima, while in a density field colloids are assigned to
the maxima [12].

4.3 Stability of particles in two-dimensional qua-

sicrystals against phasonic perturbations

In this Section we investigate colloids in two-dimensional quasicrystalline inter-
ference patterns created by interfering laser beams. By tuning the phases of the
laser beams individually it is possible to change the phasonic displacement in a
controlled way [11–13, 27, 126]. We study the stability of single colloids in two-
dimensional quasicrystalline potentials under the influence of phasonic perturba-
tions. We map all particles into characteristic areas, and find that particles close
to the edges of these areas already flip for small perturbations, while particles close
to the center are most stable.
We present our studies in the following way: First, we define and calculate char-
acteristic displacements and characteristic areas. Second, a general method is
explained how we obtain for each particle the phasonic displacement required for
a flip. Third, we employ decagonal, dodecagonal and octagonal structures and
illustrate the phasonic displacements in x-, y- and arbitrary directions that are
needed to make the particles flip.

4.3.1 Characteristic displacements and characteristic areas

In a periodic crystal, many properties can be deduced from a single unit cell
[56, 342]. When the properties inside the unit cell are known one can draw con-
clusions to the properties of the whole crystal.
In quasicrystals, a unit cell does not exist due to the lack of translational symme-
try. However, it is possible to define characteristic areas for phononic and phasonic
displacements which are comparable to unit cells in periodic crystals. In recent
works [11, 12] the authors present a method to determine characteristic areas in
light-induced quasicrystals with rank D = 4. Characteristic phononic and pha-
sonic displacements ∆u and ∆w that do not change the potential are introduced.
By employing appropriate combinations of ∆u and ∆w, every particle within the
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quasicrystal can be mapped inside the characteristic areas.
In the following we determine the characteristic displacements and characteristic
areas of quasicrystals with decagonal, dodecagonal and octagonal rotational sym-
metry. The calculations are in accordance with recent works [11, 12].

Determination of the characteristic displacements

Characteristic displacements are combinations of phononic and phasonic displace-
ments ∆u and ∆w that do not change the laser potential V (r) given in equation
(4.4), i.e. Vw+∆w(r + ∆u) = Vw(r). Here, Vw(r) denotes a potential at position
r with phasonic displacement w. In Vw+∆w(r + ∆u) additional phononic and
phasonic displacements are included.
We limit the directions of the characteristic displacements to the symmetry axes
such that

∆uj = (ur cos[2πj/m], ur sin[2πj/m]) and (4.7)

∆wj = (wr cos[2πkj/m], wr sin[2πkj/m])

with j = 1, ...,m. Then, ∆u =
∑

j ∆uj and ∆w =
∑

j ∆wj. The value of k
depends on the parameterization of the phases (see equation (4.6)). The step
lengths ur and wr have to be chosen appropriately such that the displacements do
not alter the potential. Possible values for ur and wr are given in table 4.1, where
n1 and n2 denote integer numbers.

symmetry decagonal dodecagonal octagonal

ur/aV
2
5
n1 +

(
1
5

+ 1√
5

)
n2 n1 + 1√

3
n2

1
2
n1 + 1√

2
n2

wr/aV
2
5
n1 +

(
1
5
− 1√

5

)
n2 n1 − 1√

3
n2

1
2
n1 − 1√

2
n2

Table 4.1: Possible step lengths ur and wr of phononic and phasonic displacements
in quasicrystals with decagonal, dodecagonal and octagonal symmetry. n1 and n2

denote integer numbers. A similar table is found in [12].

With the resulting characteristic displacements a colloid which is located at posi-
tion r in a potential Vw(r) can be mapped onto a particle with reduced position
r(red) = r − ∆u in a potential Vw(red)(r(red)) with the reduced phasonic displace-
ment w(red) = w + ∆w. The properties of a particle with reduced position and
reduced phasonic displacement are the same as for the particle in real space. When
mapping the particle as close to the origin in the ux-uy-wx-wy-space as possible,
the reduced values are located inside so-called characteristic areas. We illustrate
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the mapping procedure in the next Subsection 4.3.2 and Figure 4.5.

Determination of the characteristic areas

We consider a two-dimensional subspace that is spanned by a selected phononic
direction ej = (cos[2πj/m], sin[2πj/m]) and its phasonic counterpart
ej = (cos[2πkj/m], sin[2πkj/m]). Rectangles of the side lengths δu and δw that
fill the whole subspace when shifted about ∆uj in phononic direction and ∆wj in
phasonic direction determine the sizes of the characteristic areas, because the po-
tential remains unchanged after a simultaneous shift about ∆uj and ∆wj. δu and
δw are termed characteristic intervals. For symmetry reasons we obtain the same
values of δu and respectively δw for each subspace. The characteristic intervals
are listed in table 4.2.

symmetry decagonal dodecagonal octagonal

δu/2aV
1+
√

5
10

1
2

1
2
√

2

δw/2aV
1+
√

5
10

1
2

(
1 + 1√

3

)
1
2

(
1
2

+ 1√
2

)
Table 4.2: Characteristic intervals δu and δw in quasicrystals with decagonal,
dodecagonal and octagonal symmetry. A similar table is found in [12].

Considering all symmetry directions we get the characteristic areas in the form of
polygons. The reduced values r(red) and w(red) are located inside these polygons
around the origin with

|r(red) · ej| ≤
δu

2aV
and |w(red) · ej| ≤

δw

2aV
. (4.8)

Characteristic areas of a decagonal quasicrystal are exemplarily depicted in Figure
4.5.

4.3.2 Determination of phasonic displacements required
for phasonic flips

Phasonic displacements in laser fields cause a redistribution of the potential min-
ima and hence phasonic flips of the colloids. In the following we consider laser
fields initially without phasonic displacements. We make use of a method also de-
scribed in my master thesis [343] to determine the minimal amplitude of phasonic
fluctuations that are required for phasonic flips of the colloids.
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First we employ numerical simulations to calculate combinations of characteris-
tic displacements that map the particles inside the characteristic areas. As the
characteristic displacements proceed along the symmetry directions, colloids on a
symmetry axis can usually be mapped inside the characteristic areas by displace-
ments in only one direction. For particles that are not positioned on a symmetry
axis we need displacements in different directions to reach the characteristic areas.
I.e., we apply appropriate combinations of two characteristic displacements ∆ui
and ∆wi and respectively ∆uj and ∆wj in different directions. In Figure 4.5
we illustrate the mapping on the example of a system with decagonal symmetry.
Figure 4.5 (a) depicts colloids in real space, while Figures 4.5 (b) and (c) show the
reduced positions and reduced phasonic displacements of the colloids within the
characteristic areas. The characteristic areas are provided by blue decagons.
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Figure 4.5: (a) Discrete positions of colloids inside a decagonal laser field in real
space. (b) Reduced positions and (c) reduced phasonic displacements of the col-
loids shown in (a). The blue decagons depict the characteristic areas. The black
borders in (c) mark the values of the reduced phasonic displacement at which the
corresponding particle in real space flips.

In order to determine phasonic displacements that are required for phasonic flips
we consider the diagram of reduced phasonic displacements w(red) (see Figure 4.5
(c) in case of a decagonal quasicrystal). The reduced phasonic displacements are
inside the characteristic area colored in blue. Furthermore, there is a black decagon
inside the characteristic area. When w(red) of a certain particle is increased so
far that the black border is reached, then the particle in real space performs a
phasonic flip. Since a change of w(red) corresponds to a change of w in real space,
the distance of w(red) to the black border corresponds to the phasonic displacement
in real space at which the corresponding particle flips.
The black border is obtained as in [11, 12]: We consider a particle at the origin
and increase the phasonic displacement. Recording the values at which the particle
flips for phasonic displacements in all directions provides the black borders.
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4.3.3 Distribution of flipping colloids dependent on the
phasonic displacement

In the following we illustrate the distributions of flipping particles dependent on the
phasonic displacement in quasicrystals with decagonal, dodecagonal and octagonal
symmetry. We apply phasonic displacements in x-, y- and arbitrary directions, i.e.
the minimal required displacement is given by the minimal distance of w(red) to the
black border in x-, y- and arbitrary direction. The minimal phasonic displacement
can also be interpreted as the minimal amplitude of a phasonic fluctuation.

Decagonal quasicrystals

In Figure 4.6 we depict the distribution of flipping particles dependent on the pha-
sonic displacement in a perfect Tuebingen tiling of N = 2728 particles. The tiling
is obtained by occupying exclusively minima with V (r) < −0.4V0 with colloids.
In the left column of Figure 4.6 we illustrate the reduced phasonic displacements
w(red). As in Figure 4.5 (c) the black lines indicate the values at which a particle
flips. The color code gives the minimal distance to the borders in (a) x-direction,
(c) y-direction and (e) arbitrary direction. In the right column of Figure 4.6 the
positions of the particles in real space are shown with the same color code indicat-
ing the required amplitudes of fluctuations in (b) x-direction, (d) y-direction and
(f) arbitrary direction.

All particles need a finite phasonic amplitude for a flip. Particles in symmetry
centers, i.e. central particles surrounded by a ring of ten particles, need high am-
plitudes to flip because the potential minima in the symmetry centers are deepest.
The deeper the minimum is, the higher must be the amplitude of the phasonic
fluctuation to make the minimum disappear and the corresponding particle slide
into a new minimum. We refer to these particles as stable. Dependent on the
direction of the fluctuation there are further stable particles. For fluctuations in
x-direction stable particles are arranged on angular lines in symmetry directions,
while for fluctuations in y-direction stable particles are located on horizontal lines.
In between we observe lines of particles that flip at small phasonic displacements.
Those particles are unstable against phasonic perturbations. Since fluctuations
in x-direction proceed along a symmetry direction and fluctuations in y-direction
are between two symmetry directions, we obtain different distributions of required
amplitudes in both cases. In the case of phasonic fluctuations in arbitrary direc-
tions most particles already flip at smaller amplitudes compared to fluctuations in
x- and respectively y-direction because the distance to the border in any arbitrary
direction is always smaller or equal to the distance in a fixed direction. Only the
particles in the symmetry centers are stable.
We now quantitatively determine the fraction nflip = Nflip/N of particles that
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Figure 4.6: (a),(c) and (e) Reduced phasonic displacements of N = 2728 particles
in a decagonal Tuebingen tiling. The black borders indicate the values of phasonic
displacements at which particles flip. The colors reveal the minimal amplitude
of the phasonic fluctuation in (a) x-direction, (c) y-direction and (e) arbitrary
direction that is needed for a flip of the corresponding particle. (b),(d) and (f)
Corresponding particles in real space with the same color code.
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flip as a function of the applied amplitude. Nflip denotes the number of flipping
particles in our test system of N particles. The results are presented in Figure 4.7.
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Figure 4.7: Fraction nflip of flipping particles in a decagonal quasicrystal as a func-
tion of the amplitude. The phasonic fluctuations occur along (a) the x-direction,
(b) the y-direction and (c) an arbitrary direction.

For all fluctuations particles begin to flip when the amplitudes exceed a value of
0.02. Rising amplitudes cause an increase of flipping particles which is similar
for fluctuations in x- and y-direction (see Figures 4.7 (a) and (b)). While for
low amplitudes the increase of flipping particles is approximately linear, for larger
amplitudes the flip fraction increases more slowly. We obtain a saturation for
amplitudes larger than 0.23 at which all particles rearrange. For fluctuations in
arbitrary directions the fraction of flipping particles increases faster and a satura-
tion is already reached at Aarb > 0.2 (see Figure 4.7 (c)).

Dodecagonal quasicrystals

In the following we map the particles of a quasicrystal with dodecagonal symmetry
inside the characteristic areas. Curiously, in a system of particles that occupy all
minima in the dodecagonal laser potential we are not able to map all particles in-
side the characteristic areas. By only considering the particles that can be mapped
inside the characteristic areas we obtain a shield tiling. We consider a section of
N = 2170 particles of that shield tiling. The reduced phasonic displacements and
the positions of the particles colored according to the minimal phasonic amplitude
required for a flip are shown for fluctuations in x-direction (Figures 4.8 (a) and
(b)), in y-direction (Figures 4.8 (c) and (d)) and in arbitrary directions (Figures
4.8 (e) and (f)). The reduced phasonic displacements lie inside a dodecagon.
Phasonic fluctuations in x- and in y-direction both proceed along symmetry di-
rections. Hence, the distributions of flipping particles are the same but rotated
about π/2. As for decagonal quasicrystals, the particles in symmetry centers, i.e.
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Figure 4.8: (a),(c) and (e) Reduced phasonic displacements of N = 2170 particles
in a dodecagonal shield tiling. The black borders indicate the values of phasonic
displacements at which particles flip. The colors reveal the minimal amplitude
of the phasonic fluctuation in (a) x-direction, (c) y-direction and (e) arbitrary
direction that is needed for a flip of the corresponding particle. (b),(d) and(f)
Corresponding particles in real space with the same color code.



108 Chapter 4. Colloids in two-dimensional quasicrystalline laser fields

the central particles inside a ring of twelve particles only flip at large phasonic
amplitudes. Together with further stable particles they are arranged on zig-zag
lines in the vertical direction in case of fluctuations in x-direction and in horizontal
direction in case of fluctuations in y-direction. In case of fluctuations in arbitrary
directions the number of stable particles is reduced.
As for the decagonal case we calculate the fraction of flipping particles dependent
on the phasonic amplitude. For symmetry reasons the fraction of flipping particles
for fluctuations in x- and y-direction is equal. Figure 4.9 illustrates the results for
fluctuations in x- and arbitrary directions.
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Figure 4.9: Fraction of flipping particles in a dodecagonal quasicrystal as a function
of the amplitude. The phasonic fluctuations occur along (a) the x-direction and
(b) an arbitrary direction.

In dodecagonal quasicrystals only small phasonic amplitudes are required to make
the first particles flip. For fluctuations in arbitrary directions the fraction of flip-
ping particles increases faster than for fluctuations in a limited direction. Satura-
tion is reached for phasonic amplitudes larger than 0.27.

Octagonal quasicrystals

We employ the described procedure for an Ammann-Beenker tiling of N = 2204
particles. As for the dodecagonal case, the positions of the Ammann-Beenker tiling
are given by the minima of the octagonal laser potential that we can map inside
the characteristic areas. In Figure 4.10 the reduced phasonic displacements are
inside an octagon and the positions of the particles are colored according to the
minimal amplitude required for a phasonic flip. In Figures 4.10 (a) and (b) the
phasonic fluctuation is limited to the x-direction, in Figures 4.10 (c) and (d) to
the y-direction and in Figures 4.10 (e) and (f) the fluctuations occur in arbitrary
directions.
As for dodecagonal quasicrystals fluctuations in x- and y-direction occur along
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Figure 4.10: (a),(c) and (e) Reduced phasonic displacements of N = 2204 particles
in an octagonal Ammann-Beenker tiling. The black borders indicate the values
of phasonic displacements at which particles flip. The colors reveal the minimal
amplitude of the phasonic fluctuation in (a) x-direction, (c) y-direction and (e)
arbitrary direction that is needed for a flip of the corresponding particle. (b),(d)
and (f) Corresponding particles in real space with the same color code.
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symmetry directions and the distributions of flipping particles are rotated about
π/2 against each other. We observe stable particles inside the symmetry centers,
i.e. the particles that are surrounded by eight nearest neighbor particles. In case of
fluctuations in x- or y-direction even more stable particles are located on vertical or
horizontal lines. Between the lines of stable particles we observe lines of unstable
particles.
The fraction of flipping particles nflip dependent on the amplitude is presented in
Figure 4.11. Since nflip is the same for fluctuations in x- and in y-direction we only
show the results for fluctuations in x-direction (Figure 4.11 (a)) together with the
results for fluctuations in arbitrary directions (Figure 4.11 (b)).
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Figure 4.11: Fraction of flipping particles in an octagonal quasicrystal as a function
of the amplitude. The phasonic fluctuations occur along (a) the x-direction and
(b) an arbitrary direction.

The curves look similar to the ones of dodecagonal quasicrystals. The first particles
already flip at small phasonic amplitudes. In case of fluctuations in x-direction a
saturation is reached at Ax > 0.25, while for fluctuations in arbitrary directions
all particles rearrange at Aarb > 0.23.

4.4 Colloidal trajectories in two-dimensional

light-induced quasicrystals with 14-fold sym-

metry due to phasonic drifts

In the previous Section we presented a method to map colloids inside characteristic
areas. The method was previously used in [11, 12] in order to predict the trajec-
tories of colloidal particles in quasicrystalline laser fields when a phasonic drift is
applied, i.e. when the phasonic displacement changes with a constant rate in time.
By mapping every colloid into the characteristic areas of reduced phononic and
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phasonic displacement one only has to study the paths inside these areas to derive
the behavior inside the whole quasicrystal.
So far trajectories of colloids in quasicrystalline interference patterns with 8-, 10-
and 12-fold rotational symmetry were determined [11, 12] which are all of rank
D = 4. Here, we show on the basis of quasicrystals with 14-fold symmetry how
the method can further be extended to laser fields with rank D = 6. Compared to
the D = 4 case, the additional phasonic modes lead to a more complex behavior
and we identify several new types of colloidal trajectories.
Our investigations are organized as follows: First, we introduce the model system.
Second, the corresponding characteristic areas of reduced phononic and phasonic
displacement are determined. Third, we study the behavior inside these areas
to predict the colloidal trajectories in general. Finally, selected trajectories are
presented.

4.4.1 Tetradecagonal laser field

We employ an interference pattern created by 7 laser beams that acts like an
external potential with 14-fold symmetry on the colloids. The potential [8, 125,
325] is of the form

V (r) = −V0

49

6∑
j=0

6∑
k=0

cos[(Gj −Gk) · r + φj − φk] (4.9)

with wave vectors Gj as introduced in Section 4.2. Our parameterization of the
phases is similar to [9, 10]

φj = Gj · u+G3jmod 7 · v +G5jmod 7 ·w (4.10)

where u = (ux, uy) denotes the phononic, v = (vx, vy) and w = (wx, wy) the
phasonic displacements. Let us note that compared to a D = 4 quasicrystal an
additional phasonic displacement vector is required.
In the following, we consider the limit of large potential strengths or low tempera-
tures (V0 � kBT ), such that all colloids are located in the minima of the potential
(cf. snapshot shown in Figure 4.12).

4.4.2 Characteristic displacements and characteristic areas

In order to determine the characteristic areas, we first calculate phononic and
phasonic displacements ∆u, ∆v and ∆w that change the differences between
the phases φj − φk in equation (4.9) only by integer multiples of 2π. We solve
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Figure 4.12: Colloids in the minima of a potential with 14-fold symmetry.

Vv+∆v,w+∆w(r + ∆u) = Vv,w(r) where Vv,w(r) denotes a potential with the pha-
sonic displacements v andw. For j = 0, . . . , 13, we obtain as suitable combinations

∆uj = (ur cos[jπ/7], ur sin[jπ/7]),

∆vj = (vr cos[3jπ/7], vr sin[3jπ/7]), and

∆wj = (wr cos[5jπ/7], wr sin[5jπ/7]). (4.11)

These displacements do not modify the potential when

ur/aV =
8

49
(n1 a+ n2 b+ n3 c) ,

vr/aV =
8

49
(n2 a+ n3 b+ n1 c) ,

wr/aV =
8

49
(n3 a+ n1 b+ n2 c) , (4.12)

where n1, n2 andn3 ∈ Z and a, b and c are the constant values

a = (1− cos[10π/7])2 − (1− cos[2π/7])(1− cos[6π/7]),

b = (1− cos[6π/7])2 − (1− cos[2π/7])(1− cos[10π/7]),

c = (1− cos[2π/7])2 − (1− cos[6π/7])(1− cos[10π/7]). (4.13)

Thus, a colloid at position r in a potential with phasonic displacements v and w
can be mapped to a reduced position r(red) = r−∆u in a potential with reduced
phasonic displacements v(red) = v+∆v and w(red) = w+∆w inside the particular
characteristic area.

To determine the size of the characteristic areas we consider the subspaces spanned
by a chosen phononic direction ej = (cos[πj/7], sin[πj/7]) and its phasonic coun-
terparts. Thus, we get a three-dimensional subspace in every direction. We have



4.4. Colloidal trajectories due to phasonic drifts 113

to find cuboids of the side lengths δu, δv and δw that fill out the whole volume
when shifted about ∆uj in phononic and ∆vj and ∆wj in phasonic directions.
Then all reduced positions and reduced phasonic displacements are limited by

|r(red) · ej| ≤ δu/2aV,

|v(red) · ej| ≤ δv/2aV,

and |w(red) · ej| ≤ δw/2aV (4.14)

for all symmetry directions j = 0, . . . , 13. A possible choice is δu/2aV = δv/2aV =
δw/2aV = 1/2(−a− b).

4.4.3 Analyzing colloidal trajectories

In order to describe the colloidal trajectories in a quasicrystal with 14-fold symme-
try, we have to consider a four-dimensional phasonic space spanned by vx, vy, wx
and wy. Since it is too complex to sample the complete space, we restrict our
analysis to drifts on selected planes in the phasonic space.
As a first attempt either w is varied while v = 0 or v is changed while w = 0.
We trace the paths of colloids started at the origin for all drift directions within
the respective phasonic plane. Then the important points of the trajectories for
reduced phasonic displacements w(red) or v(red) and the corresponding reduced
positions r(red) can be presented in the diagrams of Figure 4.13.
The diagrams correspond to those obtained for the D = 4 quasicrystals in [11, 12].
The procedure to derive a trajectory for the case v = 0 (see Figures 4.13 (a) and
(b)) is as follows: When the phasonic displacement w(red) reaches a point marked
by (1,2) the colloid jumps from its old position (1) to a new one (2) of the same
color. Corresponding colors of selected lines are also denoted by (A), (B), and (C).
Note that the positions (2’) are only reached for a drift along a symmetry axis or
slightly beside it. Since the colloidal position is now outside the characteristic
area, one has to map it back inside by employing combinations of ∆u, ∆w and
also ∆v. Due to the latter, for the mapped quantity v(red) 6= 0. Thus, one has
to consider a new diagram for the reduced phasonic displacements w (red) and the
reduced positions r(red) after every jump. The same difficulty arises for drifts in
the w = 0 plane. Therefore, in contrast to quasicrystals with rank D = 4, the
derivation of a colloidal trajectory for an arbitrary drift is for D = 6 in most cases
quite complex, as many diagrams would be required for a complete prediction.

4.4.4 Selected trajectories

There are drifts for which it is possible to deduce the trajectories with a single
diagram for the reduced phasonic displacements. For certain drifts in the plane
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Figure 4.13: (a) and (b) Areas of reduced positions r(red) and reduced phasonic
displacements w(red) for v = 0. (c) and (d) Areas of reduced positions r(red) and
reduced phasonic displacements v(red) for w = 0. The characteristic areas are
limited by blue polygons. The lines where particle start to slide or end up after
sliding or remapping are marked by different colors. Selected lines are also labeled
by letters (A), (B), or (C) in order to denote corresponding lines.

with vy = wy = 0, the colloid moves in x direction. In addition, the phasonic
counterparts ∆w and ∆v to the required ∆u only affect the x components wx
and vx. As a consequence, the phasonic plane with v

(red)
y = w

(red)
y = 0 is never left

during the mapping process. In the following, we discuss for selected drifts the
colloidal trajectories that can be completely derived from the diagram in Figure
4.14 (a).
For a phasonic drift in the direction (vx, vy, wx, wy) = (cos(3π/7), 0, cos(5π/7), 0)
we find a zig-zag path illustrated in Figure 4.14 (b). It is similar to the zig-zag
paths in quasicrystals with rank D = 4 which is why we refer for a detailed de-
scription to [11].
On the other hand, a new type of trajectory is depicted in Figure 4.14 (c). It
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Figure 4.14: (a) Section of the characteristic diagram for the reduced phasonic

displacements v
(red)
x and w

(red)
x with vy = wy = 0 . (b)-(e) Selected typical colloidal

trajectories arising for vx−wx drifts in certain directions. The directions of motion
are indicated by arrows. The scale bar denotes the length scales in x- and y-
direction.

consists of straight paths interrupted by jumps in the opposite direction and oc-
curs when a drift in the direction (vx, vy, wx, wy) = (cos(9π/70), 0, cos(3π/14), 0)
is applied. The particle moves on a straight line until the phasonic displacement
reaches a point in the diagram in Figure 4.14 (a) such that the particle jumps.
The phasonic displacements and the positions can be mapped back into the char-
acteristic areas to predict the further path of the colloids when the displacement
is further increased.
Figure 4.14 (d) illustrates an example of a straight path without any jumps. It
arises for a phasonic drift in the direction (vx, vy, wx, wy) = (1, 0, 1, 0). In this
case, the phasonic displacement never reaches a point in the diagram in Figure
4.14 (a) and as a consequence the particle never leaves a minimum. Therefore,
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the phasonic displacement is simply mapped back when it crosses the border of its
characteristic area. This drift proceeds along a symmetry plane in the phasonic
space such that the form of the trajectory is a straight line.
Another new type of trajectory has the shape of a winding line as shown in
Figure 4.14 (e). It arises, e.g. when a drift in the direction (vx, vy, wx, wy) =
(cos(3π/7), 0, cos(5π/7), 0) is applied for a colloid position whose initial reduced
phasonic displacement is not in the origin but at vx = 0.3aV and wx = −0.2aV.
Just as in the example before, the colloid never jumps. Compared to the previous
case the drift does not move along a symmetry plane in the phasonic space which
leads to the occurrence of curves in the path.

1a
v

1av

(vx, vy, wx, wy) = (0, 0, 1, 0)

(vx, vy, wx, wy) = (cosμp/7˝, 0, cosμ11p/7˝, 0)

(vx, vy, wx, wy) 
= (cosμ6p/7˝, sinμ6p/7˝, cosμ10p/7˝, 0)

(a) (c)

(b)

Figure 4.15: General colloidal trajectories representing the majority of the ob-
served colloidal paths: (a) A combination of straight and winding lines separated
by jumps. (b) Several jumps along an irregular zig-zag path. (c) Chaotic trajectory
consisting of irregular slides and jumps in between.

Beside these presented typical paths, for most drifts we find much more complex
trajectories. Further examples are shown in Figure 4.15. Note that all paths of
the colloids are composed of the typical trajectories such that every section can
be explained separately.

4.5 Conclusion

We have created potential landscapes with quasicrystalline symmetries by means
of interfering laser beams. By locating colloids inside the minima of the potential



4.5. Conclusion 117

landscapes we have obtained two-dimensional quasicrystalline tilings with discrete
colloidal positions. In principle, quasicrystalline tilings with any symmetry may
be obtained with interfering laser beams.
We described a method how the stability of particles in quasicrystalline structures
related to interference patterns can be predicted, i.e. we can determine which
particles flip for a given phasonic displacement that might, e.g. be caused by ther-
mal fluctuations. Therefore, we applied characteristic displacements introduced in
previous studies [11, 12] to map each colloid inside characteristic areas of reduced
phononic and phasonic displacements. We presented the results of our approach
for the decagonal Tuebingen tiling, the dodecagonal shield tiling and the octago-
nal Ammann-Beenker tiling. We found that the particles in a Tuebingen tiling
are all stable with respect to sufficiently small phasonic fluctuations, while in the
other cases flips already occur for arbitrarily small phasonic displacements. Our
method can also be applied to other quasicrystalline structures. This obviously
includes all structures induced by laser fields [7, 8, 11–13, 27, 125, 126, 129, 135–
137, 141, 142, 235, 325, 334–338, 344], but also quantum quasicrystals [345–348]
have been shown to be similar [346]. Furthermore, even intrinsic quasicrystals and
their thermally fluctuating phasonic displacements can be analyzed by compar-
ing them to laser fields [14]. Note that phasonic flips due to thermal fluctuations
are also important for the growth process of intrinsic quasicrystals as shown in
[115, 116, 121, 247, 265]. Our results might be used to predict the particles that
are unlikely to be flipped and those that are more likely to be displaced during the
growth process.
Furthermore, on the basis of 14-fold rotational symmetry, we have extended the
previous studies [11, 12] to quasicrystals with rank D = 6. We showed how one
can still predict colloidal trajectories that are caused by phasonic drifts in spite
of the increased complexity in the phasonic space. In addition, we were able to
identify new types of trajectories in addition to the regular straight and zig-zag
paths that are already known from quasicrystals with rank D = 4. In principle, we
could apply the method to all quasicrystals including those with even higher ranks.
Since quasicrystals with increased rank require a mapping in higher dimensions,
we expect even more complex trajectories for those structures.
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Chapter 5

Complex structures in systems of
patchy colloids

In the previous Chapter two-dimensional quasiperiodic arrangements of colloids
were obtained by means of external fields. In this Chapter we want to stabilize
intrinsic colloidal quasicrystals in the presence of internal interactions. Various
internal interaction potentials are known that give rise to quasicrystalline order
(see Subsection 2.2.2). For instance, interactions in metals that lead to quasicrys-
talline structures can be modeled by double-well potentials with typical lengths
[28, 29, 90, 91] or short-range repulsive potentials with additional maxima at dis-
tances typical of periodic structures [85, 86, 88, 89]. Soft quasicrystals are modeled,
e.g. by hard core potentials combined with soft shells [100, 102]. Also interactions
between polydisperse particles [104, 106, 107] can lead to quasicrystalline arrange-
ments.
Another approach is interactions between patchy colloids, i.e. colloids with attrac-
tive regions at the surface [255, 256]. In previous studies [119–121] dodecagonal
quasicrystals were stabilized with patchy colloids. Here, we employ Monte Carlo
simulations to model quasicrystals with decagonal and octagonal symmetry. The
internal interactions are easily tunable such that we can vary, e.g. the number of
patches or the patch width. We explore the influence of the patch width on the
assembling structures.
The structure of the Chapter is as follows: In Section 5.1 patchy colloids and their
features are introduced in detail. In Section 5.2 we present our studies concerning
decagonal and octagonal quasicrystals composed of patchy colloids. Section 5.3
contains a conclusion and discussion of our results.
Most parts of this Chapter are based on our publication [E]. The concerned Sec-
tions and the authors’ contributions are given in the List of publications.

119
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5.1 Patchy colloids

Patchy colloids [255, 256] are hard or soft spheres with a finite number of well-
defined discrete attractive regions, called patches, at the surface. The number,
arrangement and geometry of the patches is tunable. A spherical particle with
five symmetrically arranged extended patches of equal size is exemplarily sketched
in Figure 5.1 (a). Another simple example of patchy particles is Janus particles
[349, 350], i.e. spherical particles with two hemispheres as depicted in Figure 5.1
(b). The hemispheres provide different features, for instance electrical, chemical
or physical features.

(a) (b)

Figure 5.1: Patchy colloids. (a) Spherical particle (green) with five regularly ar-
ranged extended patches (purple) at the surface. (b) Janus particle consisting of
two hemispheres with different properties.

A scientifically interesting research field contains the self-assembly processes of
patchy particles. The self-assembly process is driven by the interactions between
the particles. Compared to an isotropic pair potential between simple spherical
particles, the patches cause an anisotropic, highly directional interaction. Since the
properties of the patches are tunable, the directionality can be controlled to a cer-
tain degree and the self-assembly may be driven towards desired target structures
[351]. Thus, patchy particles may be used in applications which require particular
structures, e.g. in photonics [352] or electronics [353]. Further fields contain medi-
cal applications [354, 355], for instance targeted drug delivery, or applications as
autonomous swimmers [351].
In order to systematically investigate self-assembly processes, patchy particles have
been fabricated in experiments. Different fabrication methods are summarized
in [351]. In first realizations clusters of colloids induced anisotropic interactions
[356–358]. Further progress allowed the decoration of micro-spheres with metallic
patches realized by gold nanodots [359–361]. However, the fabrication is still chal-
lenging and requires further research.
Aside from synthetic patchy particles there are as well natural examples of patchy



5.2. Stabilizing quasicrystals composed of patchy colloids 121

colloids. For instance, globular proteins are biological macromolecules which may
be described as non- or weakly interacting particles with effectively attractive
patches [362–367].
Moreover, patchy particles have been modeled in simulations with different meth-
ods summarized in [368]. For instance, preferred binding angles between the par-
ticles can be realized by an anisotropic term in the interaction potential (see Sub-
section 3.4.1). The ordering preferred by the isotropic part of the potential (with
only one length scale) competes with structures that possess the binding angles
preferred by the patches. Competitions between different symmetries are known
to lead to interesting new phenomena, like the formation of Archimedean-tiling
phases [126, 129, 262, 263], rhombic phases [264], or new types of growth behavior
[344, 369]. In recent simulations [119–121] patchy colloids with 5 symmetrically
arranged patches assembled into dodecagonal quasicrystals which have been the
only quasicrystals observed in patchy colloidal systems.

5.2 Stabilizing quasicrystals composed of patchy

colloids by narrowing the patch width

In this Section we model patchy colloids with ten and eight patches with a focus on
the influence of different patch widths on the final arrangements. In case of narrow
patch widths metastable decagonal and octagonal quasicrystals are received. With
our studies we give a deeper insight into the building mechanism of quasicrystals.
The Section is organized as follows: We first describe the setup of our simulations.
Afterwards, colloids with ten and eight patches are modeled in order to stabilize
decagonal and octagonal quasicrystals. Furthermore, we vary the length scales
supported by the potential and test protocols to obtain quasicrystals from random
initial configurations.

5.2.1 Simulation setup

We consider an interaction potential that is similar to the potentials previously
used to investigate self-assembly or growth processes [30, 118–121, 257–261]. The
interaction Vp(r, θk, θl) between two particles at a distance r is composed of an
isotropic Lennard-Jones-like pair potential VLJ(r) multiplied with an anisotro-
pic angular term Va(θk, θl), i.e. Vp(r, θk, θl) = VLJ(r) · Va(θk, θl) for r > r0 and
Vp(r, θk, θl) = VLJ(r) otherwise. The potential and its parameters are described in
detail in Subsection 3.4.1. Note that the patches only act starting at the surface,
i.e. for r > r0. The Lennard-Jones-like part possesses one local minimum at r = r0

and the exponent n determines the width of the minimum. Note that we consider
a radial Lennard-Jones-like part that is broader than the usual Lennard-Jones
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potential with n = 6, because for n = 6 the suppression of nearest neighbor
distances that differ from the one favored length scale r0 seems to be too strong
to allow the stabilization of quasicrystals different from dodecagonal structures,
where all triangles and squares that occur have the side length r0.
We apply an angular part Va(θk, θl) which consists of two terms with two patch
widths σ1 and σ2 (see equation (3.54) in Subsection 3.4.1). Thus, we can model a
narrow patch width σ1, while the superposed attraction with a broad patch width
σ2 ensures that the patches still find each other within a reasonable time. Note that
the broad patches do not influence the stability of the final structure, e.g. we have
checked for the cases in Figure 5.2 that are started from the decagonal structure
that the final structures are the same if only narrow patches are used. However, in
case of other initial conditions, it might take too long for patches to find each other
if only narrow patch potentials are employed. We will see in the next Section that
narrow patches (i.e. small σ1) are required to stabilize octagonal and decagonal
quasicrystals. The potentials are truncated and shifted appropriately at 3r0.
We model two-dimensional systems of N particles by employing Metropolis Monte
Carlo simulations (see Section 3.2) with periodic boundary conditions in the NV T -
ensemble. If not stated otherwise conventional displacement moves and rotation
moves are proposed with the same probability. Simulations are started either with
random positions of the particles or with particles placed on a perfect lattice. A
perfect decagonal arrangement is obtained from the maxima of the interference
pattern of five laser beams [8, 125, 325] (see also Section 4.2). A perfect octagonal
lattice is received from substitution rules [221]. In case of random initial positions
the orientations of the particles are also chosen randomly. In the perfect lattices
the patches are oriented towards each other.

5.2.2 Systems of colloids with ten patches

We first model particles with ten symmetrically arranged patches with the aim to
stabilize decagonal quasicrystals. Perfect decagonal structures possess two charac-
teristic length scales d0 and d1 = τd0 ≈ 1.618d0, where τ denotes the golden mean.
In our simulations, however, we can only support one length by the potential mini-
mum. From previous works [119–121] we know that dodecagonal quasicrystals can
be stabilized with patchy colloids when the short length is supported. Therefore,
here we also apply r0 = d0. We choose a small exponent n = 2 which causes a
broad potential minimum. Thus, the low gradient reduces the energy of the long
length scale. For the attraction that is used to support the fast finding of bonds,
we employ a broad width σ2 = 0.23. σ2 is chosen in a way that the surface area
covered by patches is similar like in previous works [119–121]. To model the actual
patches we use a different width σ1 that is varied. The temperature reads T = 0.2ε
which is below the melting temperature but large enough to allow for sufficient
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Figure 5.2: Configurations of N = 644 particles obtained from simulations with
an initial decagonal quasicrystal (upper row) and an initial random configuration
(lower row). We vary the patch width σ1 = 0.005 (first column), σ1 = 0.03 (second
column), σ1 = 0.10 (third column) and σ1 = 0.20 (fourth column). Further po-
tential parameters read σ2 = 0.23, n = 2, r0 = d0 and we model colloids furnished
with ten patches. The color code illustrates the bond-orientational order parame-
ter |ψ10|. The insets depict the corresponding structure factors. The graphs below
the configurations show the corresponding angular distribution functions. The
black lines serve as guide to the eye and indicate perfect decagonal bond angles,
i.e. 2πj/10, j = 1, . . . , 10. All simulations were performed at T = 0.2ε.
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mobility of the particles. The density of a perfect decagonal tiling is chosen, i.e.
ρ = N/A ≈ 0.63/r2

0, where A denotes the size of the simulation box.
As starting configurations we consider perfect decagonal, hexagonal, square, and
random configurations. In our simulations the energy fluctuates around a con-
stant energy value after no more than 107 Monte Carlo steps even if started with
a structure that is different from the final structure. We performed simulations
for at least 2 · 108 Monte Carlo steps in order to check whether any further relax-
ation can be observed. Typical final structures obtained for initial decagonal and
random configurations are illustrated in Figure 5.2 for various patch widths σ1.
Particles are colored according to their local bond-orientational order parameter
|ψ10|. Structure factors are depicted as insets and the angular distributions are
shown below each configuration. The bond-orientational order parameter and the
structure factor are defined in Subsections 3.5.4 and 3.5.2.
At very narrow patch widths σ1 = 0.005 it is difficult for the patches to find each
other and the initial decagonal tiling is destroyed. At σ1 = 0.03 the decagonal
tiling remains stable. The structure factor provides clear decagonal symmetry and
the angular distribution shows sharp peaks. The bond-orientational order is max-
imal. Note that only particles close to contact are considered in the calculation of
|ψ10| such that central particles appear yellow. Particles with short distances to
their neighbors are stabilized by the potential minimum in combination with the
correct orientation. The long characteristic distance of a decagonal quasicrystal
either occurs within a pentagon with the short distance as side length or as dis-
tance between a central particle in a decagon with the short length as side length.
Pentagons and decagons are supported by the favored binding angles of π/5 and
2π/5. At increased patch widths bond angles deviate from the decagonal symme-
try. The particles start to slightly rearrange at σ1 = 0.1. Peaks of the angular
distribution are broadened and order decreases. At σ1 = 0.2 a dense phase with
predominant distances of r0 and angles of approximately 45◦ and 66◦ forms.
Applying the given protocol with initial random configurations, particles do not
arrange to decagonal quasicrystals at any patch width. At σ1 = 0.03 most parti-
cles build a dense periodic structure. We observe angles with 72◦ and 108◦ that in
principle could also appear in patterns with decagonal symmetry and an additional
angle with 54◦. Only a few elements of a decagonal tiling are found. At intermedi-
ate patch width σ1 = 0.1 this phase competes with an Archimedean (3342) tiling.
For initial hexagonal and square phases we obtain similar final configurations.

In the following we test which structures are energetically favored by the employed
potential. We apply a perfect decagonal, square and hexagonal tiling each with
density ρ ≈ 0.63/r2

0 and depict the average potential energy per particle 〈E/N〉 as
a function of the patch width σ1 in Figure 5.3. At low patch widths σ1 ≤ 0.2 the
perfect decagonal tiling is energetically favored. Increased patch widths allow for
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Figure 5.3: Average potential energy per particle of a perfect decagonal, square and
hexagonal tiling as function of the patch width σ1. Further potential parameters
read σ2 = 0.23, n = 2, r0 = d0 and we model colloids with ten patches.

deviations from the decagonal angles and 〈E/N〉 decreases for all structures. At
σ1 > 0.2 the hexagonal tiling is energetically preferred.

5.2.3 Systems of colloids with eight patches

We now model particles with eight symmetrically arranged patches and try to sta-
bilize quasicrystals with octagonal symmetry. Perfect octagonal structures possess
the lengths l0 = 2 sin(π/8)l1 ≈ 0.77l1 and l1. In our simulations we support l1,
i.e. we chose r0 = l1. In case of r0 = l0 octagonal structures would be destroyed
as will be shown in the next paragraph. Further potential parameters read n = 3
and σ2 = 0.29, while σ1 is varied. Note that σ2 is larger than for particles with
ten patches in order to cover the same area with patches. We adjust a particle
density ρ ≈ 1.21/r2

0 of a perfect octagonal Ammann-Beenker tiling. Simulations
are started with a perfect octagonal or a square tiling and last 5 · 108 Monte Carlo
steps. Figure 5.4 depicts final configurations at T = 0.3ε. The temperature en-
sures mobile particles below melting.
As for particles with ten patches the structures show low positional and orienta-
tional order at narrow patch width σ1 = 0.005. At σ1 = 0.02 the octagonal qua-
sicrystal remains stable and the angular distribution function shows sharp peaks.
As for the decagonal quasicrystal, the structure is stabilized by the supported
length scale in combination with the orientational part. At σ1 = 0.15 the perfect
tiling dissolves and the peaks broaden. Broad patch widths σ1 > 0.2 cause a co-
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Figure 5.4: Configurations of N = 1393 particles obtained from simulations with
an initial octagonal Ammann-Beenker tiling (upper row) and an initial square
configuration (lower row). We vary the patch width σ1 = 0.005 (first column),
σ1 = 0.02 (second column), σ1 = 0.15 (third column) and σ1 = 0.25 (fourth
column). Further potential parameters read σ2 = 0.29, n = 3, r0 = l1 and we
model colloids furnished with eight patches. The color code illustrates the bond-
orientational order parameter |ψ8|. The insets depict the corresponding structure
factors. The graphs below the configurations show the corresponding angular
distribution functions. The black lines serve as guide to the eye and indicate
perfect octagonal bond angles, i.e. 2πj/8, j = 1, . . . , 8. The dashed black lines
indicate angles in between, i.e. 67.5◦ and 112.5◦. All simulations were performed
at T = 0.3ε.
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existence of a square and zigzag phase with a predominant length r0. The zigzag
phase is a periodic lattice that consists of the same rhombs as in the Ammann-
Beenker tiling. Zigzag and square phase both support angles of an octagonal tiling.
The desired density is reached by a coexistence of both phases.
The initial square phase does not arrange to an octagonal tiling at any patch
width. Instead, parts of the square lattice rearrange into the denser zigzag phase.
The number of rearranging particles increases with the patch width. Only a few
local octagonal elements are found. We also perform the simulations with initial
zigzag and random phases. The final structures are similar like the ones obtained
from initial square phases.
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Figure 5.5: Average potential energy per particle of a perfect octagonal, square
and zigzag tiling as function of the patch width σ1. Further potential parameters
read σ2 = 0.29, n = 3, r0 = l1 and we model colloids with eight patches.

Figure 5.5 illustrates the average potential energy per particle 〈E/N〉 of a perfect
octagonal, square and zigzag lattice as a function of the patch width σ1. All
structures have the density ρ ≈ 1.21/r2

0 of a perfect octagonal tiling. At low patch
widths σ1 ≤ 0.15 the perfect octagonal quasicrystal is clearly energetically favored,
while at larger patch widths the zigzag phase possesses the lowest energy.

5.2.4 Support of different length scales

We now study the arrangements of particles when the potential minimum is varied
and another length scale is supported. To test structures with decagonal symmetry
we support the long length with r0 = d1. Further simulation parameters remain
unchanged. We choose σ1 = 0.03 for which the perfect decagonal tiling is stabilized
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(a) (b)

Figure 5.6: Variation of the potential length scale r0. We depict configurations of
particles with (a) ten patches and supported length r0 = d1 and (b) eight patches
and supported length r0 = l0. The illustrated configurations are obtained from
simulations with random initial states. Patches are indicated by arms around the
particles. Structure factors are shown as insets.

in case of r0 = d0. In our simulations, we do not obtain decagonal structures,
i.e., neither a perfect quasicrystal remains stable, nor a random configuration
self-assembles into a quasicrystal. However, in both cases the final configurations
contain some decagonal motifs and pentagons. The structure factor indicates these
motifs as illustrated in Figure 5.6 (a). Patches are illustrated by arms around the
particles. Patches of particles that are separated by the long length are oriented
towards each other. Patches of particles with shorter distance do not obey the
correct orientation.
In the case of particles with eight patches we have so far supported the long
length r0 = l1 and now will test to support the short length, i.e. r0 = l0. Further
parameters are kept as before, and we choose σ1 = 0.02. Independent of the
initial configuration the particles arrange to dense square tilings with distances
r0 between nearest neighbor particles and with voids as shown in Figure 5.6 (b)
for N = 392 particles. Note that the 8-fold symmetry suggested by the structure
factor results from domains of square tilings that are rotated against each other.

5.2.5 Formation of quasicrystals from random initial con-
figurations

So far we have found metastable octagonal or decagonal quasicrystals. These struc-
tures can be observed if the simulations are started with the respective structures.
In the following we check if we can obtain quasicrystals with octagonal or decago-
nal symmetry from a random initial state. We first model colloids furnished with
ten patches. We choose the same potential parameters as in previous simulations



5.2. Stabilizing quasicrystals composed of patchy colloids 129

(a)

T = 0.04ε

(b)

T = 0.25ε

(c)

T = 0.4ε

Figure 5.7: Configurations of N = 191 particles with ten symmetrically arranged
patches at the surface. Patches are illustrated by arms. Starting from the fluid
we simulate the system at (a) T = 0.04ε and increase the temperature to (b)
T = 0.25ε and (c) T = 0.4ε. The potential parameters read σ1 = 0.03, σ2 =
0.23, n = 2, r0 = d0. The insets show the structure factors of the corresponding
configurations.

and stabilize the short length d0. Simulations with a low temperature T = 0.04ε
result in elements of a decagonal tiling (see Figure 5.7 (a)) and indications of a
decagonal symmetry provided by the structure factor (inset of Figure 5.7 (a)). We
increase the temperature of this configuration to T = 0.25ε. Beside conventional
displacement and rotation moves we propose additional jumps that can lead to
phasonic flips, i.e. rearrangements within quasicrystals that do not change or at
least almost not change the total energy of the structure [11, 12, 14, 265]. Such
flips are implemented by proposing displacements in a random direction with the
distance dflip = d1 − d0 at which flips usually occur. We propose such possible
phasonic flip steps with a probability of p = 0.2. We obtain a quasicrystalline
arrangement of particles as illustrated in Figure 5.7 (b). The patches indicated by
arms around the particles are nicely oriented towards each other. The long length
scale is supported indirectly by the energy gain provided by the angular term.
However, we observe an excess of the short length compared to the perfect tiling
and voids arise. The structure is metastable and increased temperatures lead to a
transition to a triangular phase as depicted for T = 0.4ε in Figure 5.7 (c).
In case of colloids with eight patches we also apply the potential parameters as in
previous investigations and stabilize the long length l1. Even for low temperatures
the particles arrange to a square tiling. Patches are oriented towards the patches
of nearest and next nearest neighbors. Since square tilings are also supported
by eight patches, it is hard to build an octagonal quasicrystal. For temperatures
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T < 10−4 we obtain random frozen arrangements that again turn into square
tilings at increased temperatures.

5.3 Conclusion

We have studied how quasicrystals can be stabilized in patchy colloidal systems
in two dimensions. Even though only one typical length can be supported by the
potential minimum, the quasicrystalline order with two incommensurate lengths
is induced by an additional anisotropic contribution. While it is known that do-
decagonal orderings can be easily found even in systems in which the number of
patches seems not to fit to the 12-fold symmetry [119–121], octagonal and decago-
nal quasicrystals seem to be harder to realize in soft-matter systems. Here we have
shown that one needs narrow patches corresponding to sharply enforced preferred
binding angles in order to stabilize quasicrystals with 8- or 10-fold symmetry. We
have shown that these structures are energetically favored in case of narrow patches
and that they can stay stable in Monte Carlo simulations that have been started
with the respective patterns.
We have also shown that decagonal quasicrystals can be obtained from random
initial conditions by cooling and subsequent reheating. Therefore, there are pro-
tocols that can be used to receive these quasicrystals as metastable structures.
However, it remains an open question whether octagonal or decagonal structures
might exist in thermal equilibrium in systems with patchy colloids (maybe with
modified potentials).
Our results contribute to a better understanding of why metallic quasicrystals
do not possess dodecagonal symmetry as often as soft-matter quasicrystals [22].
The reason might be due to preferred binding angles that are usually given in a
very sharp way in case of metallic systems. Note that our findings are consistent
with experimental results of quasicrystals in metallic alloys. Most stable metal-
lic quasicrystals possess icosahedral symmetry. Also a few decagonal phases have
been observed, while octagonal structures provide least examples and are usually
metastable [16].



Chapter 6

Growth of two-dimensional
colloidal quasicrystals

While in the previous Chapters we considered systems with fixed numbers of par-
ticles, we now model the growth of intrinsic colloidal quasicrystals.
The growth of quasicrystals is more complex than the growth of periodic crystals.
In [115, 116] dynamical phase field crystal models [370, 371] with an additional
second length scale (see also [372]) are applied to study the growth dynamics of
two-dimensional decagonal or dodecagonal soft-matter quasicrystals from a seed.
Dependent on the distance from the triple point, either stable defect-free quasicrys-
tals or metastable random tilings with incorporated phasonic flips are observed
[115]. In the case of the growth from two seeds phasonic strain fields emerge when
the seeds converge and relax later on due to local phasonic flips [116]. The growth
processes occur without dislocations which are probably suppressed because the
excitation of phasons enables the relaxation of stresses. Approaches that are sim-
ilar to the phase field crystal model have been used to study Faraday waves [112],
cluster quasicrystals [114], or particles on quasicrystalline substrates [372, 373] in
order to mimic colloidal particles in laser fields [7, 8, 27, 129]. Other variations
of the free energy functional have also been considered, e.g. a mean field density
functional theory has been employed to reveal the formation of complex structures
[110, 374] and fundamental measure theory has been used in order to study the
structure and the growth dynamics on incommensurate and/or quasicrystalline
substrates [264, 344, 369].
Additionally, the growth behavior can be studied, e.g. with molecular dynamics
simulations that have been employed to investigate atomic dodecagonal quasicrys-
tals growing from clusters that form in the melt [375] or to determine the formation
of quasicrystals [92, 102, 376–378].
In experimental studies on decagonal metallic Al-Ni-Co quasicrystals phasonic flips
and their healing have been observed during a growth process that as a consequence
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leads to almost defect- and excitation-free structures [379]. Further experiments
investigate the interface-driven formation and growth of dodecagonal soft-matter
oxide quasicrystals Ba-Ti-O3 on periodic substrates [380, 381].
Finally, perfect quasicrystals may be grown by putting together at least two kinds
of basic tiles according to local matching rules (see, e.g. [228, 382]).
In this Chapter we employ Brownian dynamics simulations to model the growth
of two-dimensional colloidal quasicrystals out of vapor. We adjust different pair
interactions that are known to stabilize decagonal and dodecagonal quasicrystals.
The goal of this Chapter is to gain an understanding under which conditions qua-
sicrystals can grow and what properties they possess.
We organize the Chapter in the following way: In Section 6.1 we study the growth
of two-dimensional decagonal colloidal quasicrystals with an isotropic interaction
between the colloids. In Section 6.2 the studies are extended to dodecagonal struc-
tures with either isotropic or anisotropic interactions. We conclude in Section 6.3.
The Chapter is based on investigations that we published in [C] and [D]. The con-
cerned Sections and a detailed contribution of the authors are given in the List of
publications.

6.1 Growth of two-dimensional decagonal colloi-

dal quasicrystals

In this Section we model the growth process of colloidal particles interacting by
an isotropic pair potential of the Lennard-Jones–Gauss type [14, 28, 29]. We focus
on structures with decagonal symmetry. Our goal is to study the growth that is
obtained by sequential deposition of particles at a free surface. This corresponds
to the growth at a solid-gas interface or the growth from a melt in the case that no
significant homogeneous nucleation or cluster formation takes place. Note that we
do not explore the growth for a case where clusters form in a supercooled liquid
before they attach to the surface. We obtain nicely grown decagonal structures for
appropriate simulation parameters. The phasonic degrees of freedom contribute
to a nearly defect-free growth.
We organize the Section as follows: First, we explain the simulation setup. Af-
terwards, the results are presented. We study how the mobility of the particles
at the surface depends on the temperature. Furthermore, we quantitatively iden-
tify and analyze the structures that result from the growth process by employing
bond-orientational order parameters. The shapes and properties of the surfaces
are studied and the occurrence of phasonic flips in the structures is examined.
Finally, we vary the potential parameters and explore exemplary resulting grown
structures.
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6.1.1 Simulation setup and determination of layers

We apply two-dimensional Brownian dynamics simulations with particles inter-
acting according to the Lennard-Jones–Gauss potential VLJG(r) as described in
Subsection 3.4.1. In accordance with [28] we choose the potential parameters
rG = 1.52 ε = 1.8 and σ2 = 0.02 that cause a double-well potential with two
incommensurate length scales. At zero pressure and within an appropriate tem-
perature range the potential supports the formation of decagonal quasicrystals
for the chosen parameters. The density and temperature values for which the
quasicrystal is stable as well as the neighboring phases are shown in Figure 6.1.
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Figure 6.1: Rough overview of the arising equilibrium phases in bulk obtained
by simulations started from the fluid. Dependent on the temperature T and the
number density ρ = N/A with the number of particles N and the size of the
simulation box A = Lx Ly, we obtain quasicrystalline structures with decagonal
symmetry (red) at a density for which the pressure is roughly zero, complex peri-
odic tilings (green) at larger densities, a liquid phase (grey) at large temperatures,
a coexistence of quasicrystals and gas (lightred) at smaller densities, and a coex-
istence between the quasicrystalline and the triangular phase (darkpurple) at low
temperatures. The triangles occur with an interparticle distance that corresponds
to the long potential length scale.

In our study of the growth of a quasicrystalline structure we aim to prevent homo-
geneous nucleation that occurs, e.g. in an undercooled liquid (see [375]). Therefore,
we model the growth at a solid-gas interface where the grown structure is at the
bottom of the simulation box and particles are inserted at the top (see Figure 6.2).
New particles are added with a certain rate R at the top of the simulation box.
If not noted otherwise, the x-coordinates are random. An external force given by
a gravitational-like force Fg in negative y-direction causes the deposition of the
injected particles on the surface.
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Figure 6.2: Initial setup of the simulation. The ground particles build a perfect
decagonal quasicrystal. The lowest particles (green) are pinned. Injected particles
(red) deposit due to a gravitational force. The exemplary box size results in a
pressure-free state for a temperature T = 0.50.

As soon as the injected particle is trapped by the interaction with particles of
the grown structure we turn off the force Fg in order to avoid distortions of the
structure. To be specific, a particle is considered to be trapped at the surface and
therefore Fg is not needed any more if its distance to the grown structure is d = 1.59
or smaller, which is slightly larger than the second potential length scale. We study
the growth process for various sedimentation rates which are given by the num-
ber of added particles per time. We simulate growth rates R ∈ [0.125/τB; 20/τB].
Note, the number of depositing particles per length is dependent on the box size
Lx which we quantify in the next paragraph.
We start with 322 particles of a perfect decagonal quasicrystal on the bottom of the
simulation box. In order to obtain the perfect quasicrystal, we decorate the bright-
est spots of the well-studied interference pattern of five laser beams [8, 125, 325].
To be specific, for the particle density that we are interested in colloids are placed
in the minima of the laser potential that are deeper than 0.4 of the deepest po-
tential minimum (see also Section 4.2). According to the described method the
growing structures adjust themselves to a pressure p = 0. Thus, we choose the
particle density of the initial quasicrystal such that it corresponds as well to a
pressure-free state for the particular considered temperature.
In our setup the undermost 76 particles of the quasicrystal are pinned during
the simulation while all other particles may move (see Figure 6.2). Thus, the
simulation box is closed for small y-values and a free boundary can be used in
+y-direction. In x-direction we employ periodic boundary conditions. We choose
the box dimension Lx in x-direction in a way that a periodic approximant of the
quasicrystal fits into the box. Therefore, the box length Lx should be a multiple
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of the length scales given by the lattice vectors Gj,x (see Subsection 3.4.4). How-
ever, since the wave vectors are irrational, it is not possible to accommodate an
undistorted quasicrystal in the box. We slightly distort the basis vectors in a way
that the conditions are fulfilled.

Within the next Subsections we will grow structures according to the described
method. For a quantitative characterization of their properties we divide the
structures into layers. In the following, we explain the applied procedure.
We start with the identification of the surface particles, which we consider to be
the outermost (first) layer. In periodic crystals, surface particles possess a reduced
number of nearest neighbor particles compared to the bulk particles. However, in
quasicrystals, even in a perfect bulk lattice the number of nearest neighbors might
differ from particle to particle. Therefore, we determine the Voronoi volume v
[330] of each particle. For surface particles v is either infinite or it corresponds to
a finite value that is significantly larger than for bulk particles. In our analysis,
we consider a particle to be on a surface if its two-dimensional Voronoi volume
exceeds a value of v = 2.5. The next inner (second) layer is built by the nearest
neighbors of the particles in the outermost (first) layer, i.e. the particles that are
located within a certain distance rmax around the surface particles. Here we choose
rmax = 1.58 such that d2 < rmax < d3 with d2 and d3 being the positions of the
second and respectively third peak of the pair distribution function. Furthermore,
a subsequent layer consists of particles that have not been assigned to any layer and
that are nearest neighbors of the previous layer. Note that we start the numeration
of the layers at the surface, i.e. layers close to the surface are characterized by a
low layer number. Two exemplary grown structures with differently colored layers
are depicted in Figure 6.3.

Note that in our investigations we evaluate quantities as functions of their distance
from the growth front which is measured by the layer number. Therefore, the
enumeration of the layers starts at the surface and not at the substrate. For our
analysis of the growth process we are interested in the steady state regime where
the determined quantities do only depend on the layer number, i.e. the distance
from the growth front but not on the absolute elapsed time or the distance from the
substrate. In Figure 6.4 we show the temporal development of a structure grown
with temperature T = 0.50 and rate R = 1/τB. In order to illustrate the steady
state behavior, we determine the total number of nearest neighbor particles of the
first, second, third, 12th and 30th layer at different times (see Figure 6.4(d)). The
first (outermost) layer exhibits the lowest number of nearest neighbors while the
number of nearest neighbors is larger in the other layers. However, in all cases the
respective number of nearest neighbors reaches a constant value after some initial
time. This indicates that the system is in a steady state at least concerning the
layers that are no longer under the direct influence of the initial substrate.
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(a) (b)

Figure 6.3: Examples of grown structures with particles colored with respect to
their associated layers. Black particles on the ground correspond to the initially
perfect quasicrystalline structure. (a) T = 0.50, R = 10/τB. In a nicely grown
quasicrystalline structure we identify 64 layers of particles. (b) T = 0.30, R =
1/τB. In a quasicrystalline structure that is interrupted by voids we obtain 8
grown layers of particles. The determination of layers starts from all possible
surfaces (particles shown in red), including the surfaces towards the voids.

6.1.2 Influence of surface diffusion

While usually particles are injected at random x-positions, in this Subsection we
inject particles with fixed initial x-positions xfix = Lx/2. The goal is to qualita-
tively investigate the diffusion on the surface. In Figure 6.5 we depict the grown
structures arising for high and low temperatures, i.e. T = 0.50 and T = 0.30, as
well as high and low sedimentation rates R = 1/τB and R = 0.125/τB.

In systems grown with a large temperature T = 0.50 and a low rate R = 0.125/τB
(Figure 6.5 (a)) the thermal energy of the particles is sufficiently large to let the
particles widely diffuse on the surface during the time until the next particle is
injected. Thus, the grown structure forms a cone with a large opening angle. A
larger rate R = 1/τB (Figure 6.5 (b)) results in less time for the injected particles
to diffuse on the surface. Accordingly, the arising cone becomes steeper and the
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Figure 6.4: (a)-(c) Exemplary temporal evolution of a structure grown with tem-
perature T = 0.50 and sedimentation rate R = 1/τB. The structure is shown after
(a) t = 750 τB, (b) t = 1500 τB and (c) t = 2250 τB. (d) Total number of nearest
neighbor particles of single layers as a function of time. All curves reach a steady
state value after a sufficiently long waiting time that guarantees the independence
of the respective layer from the initial substrate.

opening angle is smaller.
Regarding the growth with lower temperature T = 0.30 (Figures 6.5 (c) and (d))
the thermal energy of the particles is reduced such that even for a low sedimen-
tation rate R = 0.125/τB the diffusion of the particles is limited. The structure
grows in the shape of a zig-zag branch that hardly narrows with height. The
zig-zag shape is caused by the limited possible directions of the surface which are
characteristic of a grown quasicrystal as studied in more detail in Subsection 6.1.4.
An increased sedimentation rate R = 1/τB reduces the time for the particles to
diffuse on the surface such that a branch grows that is thinner than the one for a
smaller sedimentation rate.
Figure 6.5 (e) shows the diffusion on the surface quantitatively by means of the
diffusion constant D as a function of temperature. We receive the diffusion con-
stant by fitting a linear function through the mean square displacement of an
injected particle along a free surface, i.e. 〈r2(t)〉 = 4Dt. D increases with rising
temperature which explains the enhanced mobility in Figures 6.5 (a) and (b) in
comparison to Figures 6.5 (c) and (d).
To grow a quasicrystal as perfect as possible, the illustrated examples indicate the
necessity of large enough temperatures in combination with low enough sedimen-
tation rates during the growth process to give the particles enough thermal energy
and time to diffuse along the surface. Given these requirements, the particles may
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Figure 6.5: (a)-(d) Deposition of particles that are injected at a given position
xfix = Lx/2 on the top of the simulation box. We study the temperatures T = 0.50
(first row) and T = 0.30 (second row) and the rates R = 0.125/τB (left column)
and R = 1/τB (right column). (e) Diffusion constant D in units of ε0/γ of particles
injected at a free surface as a function of temperature.
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adopt the positions that are prescribed by the underlying ground particles.

6.1.3 Bond-orientational order

In the following, we expand our simulations to random initial x-positions of the
injected particles and investigate how the growing structures at a free surface of
a quasicrystal depend on the sedimentation rate R and the temperature T . The
structures are usually composed of tiles known from quasicrystalline or triangular
orderings. The triangular part is dominated by triangles with interparticle dis-
tances of the long potential length scale. Many grown structures are interrupted
by large gaps.
For a quantitative classification of the grown structures we determine the local
bond-orientational order parameter ψm (see Subsection 3.5.4) for m = 6- and for
10-fold rotational symmetry for each particle within the systems.
For particles with |ψ10| > |ψ6| the local quasicrystalline order dominates. Analo-
gously, the particles with |ψ6| > |ψ10| are assigned to be part of a local triangular
structure. We characterize the grown structures according to the fraction N10/N
with N10 denoting the number of particles within a local quasicrystalline arrange-
ment and N gives the total number of particles in the system. Note, the fraction
of particles with assigned local hexagonal surroundings reads N6/N = 1−N10/N .
Surface particles and the initial perfect quasicrystalline structure are not included
in the calculation. In Figure 6.6 we distinguish the determined structures for
various temperatures and sedimentation rates by a color code (see caption).
In addition, Figure 6.7 visualizes snapshots of structures grown with different tem-
peratures and rates. We color each particle individually according to its absolute
value of the local bond-orientational order parameter with respect to 10-fold rota-
tional symmetry |ψ10|.
For temperatures T ∈ [0.25; 0.55] and sufficiently low rates we usually observe a
domination of the local quasicrystalline order which is indicated by the red color
in Figure 6.6. For large temperatures T = 0.50 and rates R < 10/τB the grown
quasicrystalline structure is almost perfect as visualized in the first row of Figure
6.7. The thermal energy is large enough for the particles to diffuse widely at
the surface such that most particles reach the positions that are expected due to
the quasicrystal that is initially placed at the bottom of the box. Only at the
surface the quasicrystalline order decreases which is indicated by particles colored
in intermediate colors within the color code bar. Since such surface particles
may still diffuse we do not observe perfect decagonal structures at the surface.
If the rates are increased we observe an increase of defects. For R ≥ 10/τB
there are numerous particles with triangular order as well as some gaps in the
structure (see Figure 6.7(d)). A similar behavior is observed for systems grown
with T = 0.45 (Figure 6.7, second row). However, here the surface particles arrange
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Figure 6.6: Classification of the grown structures dependent on the temperature
T and the sedimentation rate R in a log-linear plot. The color code represents
the number N10 of particles with local quasicrystalline order relatively to the total
number of particles N . Red squares indicate structures that are dominated by
local quasicrystalline order, blue squares denote triangular structures. Colors in
between suggest a coexistence between both phases. The height of the color bars
within the squares is proportional to the area fraction filled by particles, i.e. the
lower the color bars, the more gaps occur within the grown structure. Completely
filled squares indicate structures without gaps.

in a characteristic way as studied in detail in Subsection 6.1.4.
Structures grown with a lower temperature T = 0.35 and a low rate R = 0.125/τB
(Figure 6.7 (i)) show only a few particles that deviate from the decagonal order.
However, gaps and triangular regions start to arise and increase for larger rates
(Figures 6.7 (j)-(l)) which reduces the decagonal order.
In general, if the temperature is decreased the dissipation rate decreases as well.
For example, for T = 0.40 gaps occur for R ≥ 10/τB and for T = 0.30 gaps
are already observed for R ≥ 0.2/τB. In structures built with an even lower
temperature T = 0.25 the decagonal order is already for low rates R = 0.125/τB
partly destroyed by triangular elements or gaps (Figure 6.7 (m)). Gaps arise
because the thermal energy is too low or respectively the time is too short for
the particles to widely diffuse on the surface. Consequently, the particles remain
close to the position where they first touch the surface. For even larger rates
the gaps are combined with a growing fraction of triangular regions (see Figures
6.7 (n)-(p)) since the time to adopt the correct ratio of short and long lengths
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Figure 6.7: Phases resulting from the growth with a temperature T = 0.50 (first
row), T = 0.45 (second row), T = 0.35 (third row), T = 0.25 (fourth row)
and T = 0.20 (fifth row) and a sedimentation rate R = 0.125/τB (first column),
R = 0.2/τB (second column), R = 1/τB (third column) and R = 10/τB (fourth
column). The particles are colored according to their absolute value of the local
bond-orientational order parameter |ψ10|. The lower borders of the grown struc-
tures are shown right above the initially perfectly arranged ground particles.



142 Chapter 6. Growth of two-dimensional colloidal quasicrystals

becomes smaller. Accordingly, an increased number of particles gets stuck in the
deeper second potential minimum and contributes to triangular orderings of the
long length.
For even lower temperatures the triangular regions increase (see Figures 6.7 (q)-
(t) on the example of T = 0.20). Systems grown with the lowest investigated
temperature T = 0.10 are nearly exclusively composed of triangular arrangements
interrupted by gaps for all applied rates (see blue colored squares in Figure 6.6 for
T = 0.10).
In Figure 6.8 we quantitatively plot the average bond-orientational order para-
meters 〈|ψ10|〉 and 〈|ψ6|〉 as functions of the layers. The average is taken over
the particles within the considered layer and over configurations. The numbers
of averaged configurations are Nav = 800 (for systems grown with R = 0.125/τB
and R = 0.2/τB), Nav = 450 (R = 0.5/τB), Nav = 230 (R = 1/τB), Nav = 400
(R = 4/τB), Nav = 250 (R = 10/τB) and Nav = 100 (R = 20/τB).
The Figures 6.8 (a) and (b) display 〈|ψ10|〉 for systems grown with constant T =
0.50 and various rates. For low rates R ≤ 1/τB we obtain 〈|ψ10|〉 ≈ 0.7 in the
very first layer. Since the first layer consists of the outermost surface particles,
the particles may still diffuse and are not arranged in a perfect quasicrystalline
order. In the next layers, the order quickly increases until a constant value of about
〈|ψ10|〉 = 0.85 is reached for layers larger than six. Since the orientational order is
very similar in the displayed systems, the curves partly overlay with each other.
The dotted line gives the reference value of 〈|ψ10|〉 ≈ 0.87 for an initially perfect
system equilibrated at T = 0.50. The slightly lower value in our grown systems
is probably due to a slightly larger number of defects built in during the growth
process. For larger rates R > 1/τB the orientational order increases more slowly:
For R = 4/τB a constant value is reached after about 17 layers, and in systems
grown with R ≥ 10/τB a significantly increased number of defects prohibits the
achievement of the maximal value of 〈|ψ10|〉 as obtained for lower rates.
The Figures 6.8 (b) and (c) emphasize 〈|ψ10|〉 within the uppermost surface layers.
In (b) we show a magnification of the previously described systems with constant
T = 0.50 and various rates R and (c) depicts systems with a constant rate R =
0.125/τB and various temperatures T . For reasons of clarity we only evaluate the
temperatures T = 0.20, 0.30, 0.40 and 0.50. By trend, we obtain the best decagonal
order in systems grown with low rates and low temperatures. However, systems
grown with very low temperatures T ≤ 0.20 provide an exception: Here, 〈|ψ10|〉
decreases due to the formation of triangular elements.
Within the surface layers of the grown structures we observe an increased number
of triangular elements. Thus, in Figure 6.8 (d) and (e) we present the development
of the orientational order with respect to 6-fold rotational symmetry. 〈|ψ6|〉 has
its largest value in the upper layers for all rates and temperatures. In contrast to
〈|ψ10|〉 we obtain the largest values for systems grown with large rates and large
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Figure 6.8: (a) Averaged absolute value of the bond-orientational order parameter
〈|ψ10|〉 as a function of the layer for systems grown with a constant temperature
T = 0.50 and various sedimentation rates R. The dotted line gives an average
reference value of 〈|ψ10|〉 in a perfect structure equilibrated at T = 0.50. (b) and
(c) Course of 〈|ψ10|〉 within the uppermost six layers for (b) a constant temperature
T = 0.50 and various rates R and for (c) a constant rate R = 0.125/τB and various
temperatures T . Note that (b) is a magnification of (a) and that the same color
code is used. (d) and (e) Course of 〈|ψ6|〉 within the uppermost six layers. The
same color code is used as in (a) and (c). The systems are grown with (d) a constant
temperature T = 0.50 and various rates R and (e) a constant rate R = 0.125/τB
and various temperatures T .
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temperatures: The larger R and respectively T , the less time and respectively
thermal energy remains for the deposited particles to free from the deeper second
potential minimum. The consequence are hexagonal arrangements. Within the
deeper layers 〈|ψ6|〉 quickly decreases and reaches constant values of about 〈|ψ6|〉 =
0.24. An exception are systems grown with the largest rate R = 20/τB and
respectively low temperatures T ≤ 0.30. Here, local triangular order leads to
an increase of 〈|ψ6|〉.

6.1.4 Surfaces

The diffusion of particles along the surface as well as the order of the grown
structures are mainly determined by the temperature and sedimentation rate with
which the particles deposit (see Subsections 6.1.2 and 6.1.3). In addition, we ob-
serve characteristic shapes and arrangements of the surfaces. Typical surfaces of
systems grown with various temperatures and rates may be observed in the snap-
shots in Figure 6.7 which we will now discuss in this respect.
For a high temperature T = 0.50 as displayed in the first row of Figure 6.7 we
receive quasicrystalline structures with rough surfaces. The large thermal energy
causes large thermal fluctuations resulting in a rather disordered arrangement of
the particles at the surface. Here, the applied rate does not have an influence on
the degree of roughness.
In systems grown with lower temperatures (e.g. T = 0.45 and T = 0.35 as shown
in Figure 6.7, second and third row) the particles form facets along the surfaces.
We observe the tendency of the surface particles to build straight lines parallel
to the five symmetry axes of the decagonal quasicrystal. For T = 0.35, increased
sedimentation rates result in a rising number of gaps within the structure (see also
Subsection 6.1.3) with extended surface lines. Note in particular the extremely
nicely grown surface with wide straight facets in Figure 6.7 (k). Moreover, the
local arrangement of the particles at the surface is mainly given by cuts through
decagons around a central particle such that the long potential length scale dom-
inates at the surface.
For even lower temperatures T = 0.25 and respectively T = 0.20 (Figure 6.7,
fourth and fifth row) and in particular for high sedimentation rates the grown
systems show areas of hexagonal order which on the surface also arrange along the
symmetry lines of the hexagonal structure.
For a quantitative characterization of the surfaces we calculate the distribution of
lengths of facets. Each surface particle i is connected with the next surface particle
i+ 1 in front and together they build a bond vector ri (see Figure 6.9 (a)). Each
bond vector is projected onto the nearest symmetry direction of the quasicrystal.
A sequence of bonds with the same direction is referred to as a straight surface
facet. For each bond ri we calculate the number Nb of following bonds that point
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in the same direction. By averaging over all starting vectors ri we determine the
cumulative probability P (Nb) that Nb bonds build a straight surface facet. Note,
we here either apply bond vectors from a following particle j to its next neighbor
j + 1 or respectively to its second next neighbor j + 2. Thus, the surface is still
considered to be straight if there are single particles that have not yet found a
position fitting to the facet.
The Figures 6.9 (b) and (c) illustrate the probabilities P (Nb) of finding facets
composed of Nb bonds for selected systems depicted in Figure 6.7. Note, our usual
choice of parameters for the analysis (T = 0.50 and various rates) is not meaning-
ful for a study of facets because for T = 0.50 we obtain a rough surface. Instead,
we apply the calculation for convenient constant rates R = 0.2/τB and R = 1/τB.
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Figure 6.9: (a) Bond vectors ri between neighboring surface particles (red) of a
grown structure. (b) and (c) Probability P (Nb) for a surface particle to be part of
a straight facet that goes on for at least Nb bonds in one direction. We show an
analysis of the systems illustrated in Figure 6.7 that are grown with R = 0.2/τB
(left column) and R = 1/τB (right column) for various temperatures in each case.

P (Nb) decreases most slowly for systems grown with temperature T ≤ 0.45 in
which straight facets are observed. We obtain the longest facets for systems grown
with R = 1/τB and T = 0.35. P (Nb) reaches finite values up to Nb = 17 (see
Figure 6.9 (c)). For systems grown with the same rate R = 1/τB and temperatures
T = 0.45 and respectively T = 0.25 the facets are shorter. In a system grown with
the largest applied temperature T = 0.50 the facets are not longer than Nb = 5
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bonds which reflects the roughness of the surface. Note, since for T = 0.20 the
fraction of triangular elements dominates we do not study the surface for this
temperature.
For systems grown with R = 0.2/τB as illustrated in Figure 6.9 (b) we observe the
longest facets for T = 0.45 and T = 0.35 which is also supported by the slowest
decay of P (Nb). Again, for T = 0.50 the decay is fastest due to disordered surface
particles.
Beside the characteristic shapes of the grown surfaces, we observe an increased
appearance of neighbors with the long distance at the surface. Hence, we analyze
the fraction of nearest neighbors with a distance of the long and respectively short
length scale, denoted by Nl and respectively Ns. To be precise, we depict the
fraction fl = Nl/(Nl + Ns) of neighbors Nl with a long distance relative to the
total number of nearest neighbors. Figure 6.10 illustrates fl dependent on the
layer for systems grown with various temperatures and sedimentation rates.
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Figure 6.10: Fraction of nearest neighbors Nl with a distance of the long length
scale relative to the number of all nearest neighbors Nl + Ns as a function of the
layer. (a) The temperature is constant T = 0.50 and the rates are varied. The
dotted line marks the reference value of fl in a perfect system equilibrated at
T = 0.50. (b) The rate is constant R = 0.125/τB and the temperatures are varied.
The color codes correspond to the ones in Figure 6.8.

In all studied systems, the fraction fl of neighbors with the long distance is largest
within the outermost surface layers since deposited particles first fall in the second
potential minimum. fl decreases for an increasing layer index.
In Figure 6.10 (a) we first investigate systems grown with a constant temperature
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T = 0.50 and various sedimentation rates. fl is largest for large sedimentation rates
since the particles have only little time to arrange properly at the surface and a
large number of particles remains in the second potential minimum. fl decreases
up to layer five and remains approximately constant for deeper layers. For low
rates R < 10/τB we achieve values in the field of the reference value fref ≈ 0.653
that we obtain from a perfect quasicrystal equilibrated at T = 0.50. For the largest
applied rate R = 20/τB the fraction fl lies above the reference value. Here, the
particles do not have the time to arrange properly such that triangles of the long
potential length scale arise. For the next lower rate R = 10/τB the fraction fl is
below the reference value because of an increased number of defects in terms of
triangles of the short length scale.
In Figure 6.10 (b) we depict the fraction fl for systems grown with a constant rate
R = 0.125/τB and varying temperatures. The higher the temperature, the lower is
the fraction of neighbors with the long distance since an increased thermal motion
allows the particles to escape from the second potential minimum and to adopt
the ideal fraction between long and short distances.

6.1.5 Phasonic flips

In quasicrystals with a finite temperature particles may flip to new places due to
the phasonic degrees of freedom (see Section 2.5). The number of flipped parti-
cles Nflip divided by the total number of particles N depends on the temperature
[14, 29].
Here, we analyze the fraction of flipped particles within the grown structures. We
determine the flipped particles by comparing the positions of the particles to a per-
fect reference structure, which is a calculated continuation of the quasicrystalline
structure that is initially placed at the bottom of the box. Particles are referred
to as flipped particles if their positions deviate by more than dflip/2 from the near-
est perfect reference position. Here, dflip is the distance that a particle usually is
displaced due to a flip. From geometrical considerations one finds dflip = d2 − d1

(see also Subsection 2.5.2) with d1 and d2 being the first and second peak of the
radial distribution function of the considered system.
In Figure 6.11 we show structures grown with T = 0.50 and various rates. The
particles are colored dependent on performed flips, i.e. flipped particles are colored
in red and particles that adopt an ideal position – aside from thermal fluctuations
– are blue. The grown structures coincide well with the perfect quasicrystalline
structure for sufficiently large temperatures in combination with low rates which
prevent the formation of gaps or hexagonal regions. In our systems we observe the
growth of perfect quasicrystals for T ≥ 0.50 and R ≤ 1/τB (see also Subsection
6.1.3 for a characterization of the phases).
For low rates R = 0.125/τB (Figure 6.11 (a)) only a few particles have flipped with



148 Chapter 6. Growth of two-dimensional colloidal quasicrystals

(a) (b) (c)
T

=
0
.5
0

R = 0.125/τB R = 1/τB R = 10/τB

Figure 6.11: Phasonic flips in grown structures with T = 0.50 and various sedi-
mentation rates R. Particles whose positions significantly differ from the positions
expected from the perfect reference structure are called flipped particles and col-
ored in red; unflipped particles are shown in blue. The black horizontal lines mark
the border between the initially perfect quasicrystalline pattern and the grown
structure. In the magnification on the left the grown structure (blue and red) is
shown together with the reference structure (black).

the largest fraction of flipped particles close to the surface. We find a preference for
flips that occur along symmetry lines of the decagonal structure. The positions of
unflipped particles are in excellent agreement with the positions that are expected
for a perfect quasicrystal (see magnified structure in the green box on the left hand
side of Figure 6.11).
An increased sedimentation rate (e.g. R = 1/τB as shown in Figure 6.11 (b)) leads
to more flipped particles. For even larger sedimentation rates (R = 10/τB, Figure
6.11 (c)) the grown structure is blotched with defects and our method to detect
flipped particles becomes unreliable.

In Figure 6.12 we show the fraction of flipped particles in each layer for systems
with T = 0.50 and low rates R ≤ 1/τB, i.e. for systems that are deep in the qua-
sicrystalline phase according to the orientational order parameter (see also Figure
6.8). For all investigated rates the fraction of flipped particles decreases with the
depth of the layer. This decrease of the number of flipped particles in deeper lay-
ers is in qualitative agreement with the observations from experiments reported in
[379].
As can be expected, a lower sedimentation rate leads to a larger number of par-
ticles that find their perfect positions. For the lowest applied rate R = 0.125/τB
the flip fraction approaches the one of a thermally equilibrated structure with the
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Figure 6.12: Fraction of flipped particles in systems with T = 0.50 as a function
of the layer. The color code is the same as in Figure 6.8. The dotted line indicates
the average fraction of flips within a quasicrystal that is thermally equilibrated at
T = 0.50. The increase of the flip fractions in the deepest layers results from the
pure statistics within these layers that consist of only a few particles.

respective temperature as indicated by the dotted line (Nflip/N ≈ 0.156). The
latter is determined by comparing the positions of the initially perfectly arranged
ground particles to the positions after the system is in thermal equilibrium. As for
the grown structures, particles that deviate by more than dflip/2 from their ideal
positions are considered to be flipped. An average is taken over 800 configurations.
For R = 1/τB we observe a decrease of the flipped particles only within the first
few layers. After about eight layers the flip fraction remains approximately con-
stant with a larger value than for the lower rates or for the equilibrated structure.
Therefore, at larger rates no equilibrium-like quasicrystals can be grown.

6.1.6 Changes of the parameters of the interaction poten-
tial

So far we have employed the Lennard-Jones–Gauss potential with fixed potential
parameters rG = 1.52, ε = 1.8 and σ2 = 0.02 as described in Subsection 6.1.1.
Here, we shortly investigate the growth of structures with different interaction po-
tential parameters. However, the modified parameters still support the formation
of decagonal structures. For the possible choices of parameters we orient ourselves
on [28]. Given a fixed width σ2 = 0.02 of the second potential minimum we first
vary its depth ε and later the position rG.
First, we keep rG = 1.52 and vary the depth ε in exemplary simulations with
constant temperature T = 0.50. We find that the fraction of hexagonal elements
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with interparticle distances of the second length scale increases with the depth of
the second minimum. Due to the resulting reduced energy of the second minimum
an increased number of particles gets stuck in that position. To be specific, with
a depth ε = 2.5 we receive quasicrystalline structures interspersed with triangular
elements for systems grown with rates R ≥ 0.5/τB. For lower rates R < 0.5/τB
the hexagonal elements vanish. For an essentially deeper minimum with ε = 4 the
grown structures are completely composed of triangular patterns for all applied
sedimentation rates. The structures are interrupted by gaps and the number of
gaps decreases for decreasing rates.
Concerning the variation of the position rG of the second minimum for a fixed
depth ε = 1.8, we may only slightly alter rG without loosing the decagonal order.
For example, rG = 1.54 leads to a system close to the phase transition towards a
triangular phase with the short length scale. For systems grown with T = 0.50 and
R ≥ 1/τB we indeed observe slightly more small triangles. However, the difference
to the structures grown with rG = 1.52 is small.

6.2 Growth of two-dimensional dodecagonal col-

loidal quasicrystals: Particles with isotropic

pair interactions with two length scales vs.

patchy colloids with preferred binding angles

In the previous Section we modeled the growth of two-dimensional colloidal decago-
nal quasicrystals at a solid-gas interface. The particles interacted according to an
isotropic pair potential. In this Section we employ a similar simulation setup in
order to explore the growth of two-dimensional colloidal quasicrystals with do-
decagonal symmetry. On the one hand, we study the growth behavior in case of
an isotropic pair potential with two typical length scales. On the other hand, we
consider patchy colloids (see Section 5.1) that possess only one typical interaction
length scale but prefer given binding angles. In both cases we obtain dodecagonal
quasicrystals for appropriate simulation parameters. Phasonic flips contribute to
a nearly defect-free growth.
The study is ordered as follows: First, we describe the setup of our simulations.
Afterwards, the results are discussed. We first introduce diffusion-limited aggre-
gation that occurs at low temperatures. Afterwards, we present the structures
grown with different control parameters and characterize them according to the
occurrence of the long length scale. The bond-orientational and positional order
are determined for the grown quasicrystalline structures. Afterwards, we describe
the dynamics of the particles with a special emphasis on phasonic flips and parti-
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cles at the surface. Finally, we explore the consequences of the observed lines or
regions with phasonic flips in order to find out how perfect the grown quasicrystals
are.

6.2.1 Simulation setup and determination of layers

In case of particles interacting according to an isotropic interaction a Lennard-
Jones–Gauss potential VLJG(r) given in equation (3.50) in Subsection 3.4.1 of the
same type as in the previous Section is employed. In accordance with [91] we apply
the potential parameters rG = 1.95, ε = 2.0 and σ2 = 0.02 for which the resulting
pair potential supports the formation of dodecagonal quasicrystals for appropriate
pressure and temperature.
The directional pair potential employed in our simulations is given by a Lennard-
Jones potential multiplied with an additional term that depends on the binding
angles (see equation (3.51) in Subsection 3.4.1). We employ particles with five
patches and one patch with σpw = 0.49. The Lennard-Jones exponent reads n = 6.
Such systems are known to form dodecagonal quasicrystals [119, 120]. In our sim-
ulations the angular term given in equation (3.53) is present for all distances r.
We again employ Brownian dynamics simulations. For particles that interact ac-
cording to the isotropic potential we only need displacement moves, while for the
directional interaction additional orientational moves are required (see Subsection
3.1.3).
As in previous simulations we want to study the growth of structures out of vapor
by sequential deposition of new particles on the surface. Our setup is chosen sim-
ilar to the one used for the growth of decagonal structures (see Subsection 6.1.1).
Now the initial configuration of ground particles is given by a section of a perfect
square-triangle tiling which is obtained by substitution rules [383]. In case of the
isotropic Lennard-Jones–Gauss interaction the gravitational-like force of injected
particles is switched off once a distance doff < 1.97 to a neighboring particle is
reached. Since doff is a little larger than the second potential length l2 both length
scales may be adopted during the growth process. In case of the patchy particles
that only support the short length scale, the gravitational-like force is turned off
at distances doff < 1.25.
We vary the temperature T of the system and the sedimentation rate R as our
control parameters. In order to obtain comparable sedimentation rates R for dif-
ferent box sizes we scale the rate appropriately with a reference length L0 such
that R = Ninj/τB · L0/Lx. Here, Ninj is the number of particles that are injected
during the Brownian time τB. We choose L0 = 38.532 which corresponds to the
box dimension for systems grown with isotropic interactions and T = 0.50.
For a quantitative analysis of our grown structures we divide the structures into
layers similar as described in Subsection 6.1.1: The outermost particles whose
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Voronoi volume v [330] exceeds v = 1.9 are identified as surface particles. Particles
with a distance d < 1.2 to the surface particles build the second layer. Any sub-
sequent layers are determined analogously. d is chosen in a way that 1 < d <

√
2,

i.e. larger than the short distance and smaller than the diagonal within a square
tile. Note that the numeration begins at the surface, and particles deeper in the
bulk are assigned larger layer numbers.

6.2.2 Diffusion-limited aggregation

First, we consider extreme examples of very low temperatures, for which the dif-
fusion of particles along the surface of a grown structure is very small. Figures
6.13 (a) and (b) show two typical snapshots of systems grown with R = 2/τB and
(a) T = 0.001 for particles interacting according to the isotropic potential and (b)
T = 0.00001 in the case of the potential with preferred bond angles. In both cases
we find network-like structures as expected for diffusion-limited aggregation (see
[384]), i.e. the diffusion time for a particle to find its ideal position is smaller than
the time between two injected particles.
In the case of the isotropic system, we observe thin branches composed of particles
for which the nearest neighbor distance corresponds to the long length scale of the
interaction potential. The preference of the long length scale is due to the fact
that newly injected particles first get stuck at the surface with this long distance to
their neighbors and the temperature is too low for the particles to escape from the
corresponding minimum of the interaction potential. At a few places the particles
build local triangular arrangements.
In the case of the system with preferred binding angles, we also observe the forma-
tion of network-like structures. Naturally, we only observe the short length scale
between neighboring particles in these systems, as this is the only length supported
by the potential. Unlike the isotropic system, the patchy particles form thicker
branches with triangular and square tiles corresponding to local dodecagonal ar-
rangements.
Figures 6.13 (c) and (d) quantify the grown structures by illustrating the fraction
of particles in the surface layer over the total number of particles as a function of
the temperature for (c) isotropic and (d) patchy particles. Note, due to the differ-
ent types (and energies) of the interaction, it is hard to compare the temperature
of a quasicrystalline structure observed for isotropic interactions to the tempera-
ture for which a quasicrystal with patchy colloids is found. However, we choose
a reference temperature for each of the systems where the resulting quasicrystals
are comparable. To be precise, for T = 0.70 in case of isotropic interactions and
T = 0.15 in case of directed interactions we obtain nicely grown quasicrystals that
for similar rates are comparable concerning the orientational order (see Subsection
6.2.4) and the averaged number of flips (see Subsection 6.2.5) within the systems.
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Figure 6.13: Network-like structures grown at very low temperatures, i.e. diffusion-
limited aggregation with isotropic and patchy particles on the left and right hand
side, respectively. The initially perfectly ordered substrate particles are not shown.
(a) Isotropic particles arrange to thin branches with the distance between neigh-
boring particles given by the long length scale of the interaction potential. (b)
Patchy particles form thicker branches with local dodecagonal order. (c) and (d)
illustrate the fraction of surface particles as a function of the temperature. Differ-
ent rates are depicted in different colors. (e) and (f) show the diffusion constants
of a particle on a free surface dependent on the temperature. Systems grown with
our standard temperatures T = 0.70 or T = 0.15 for isotropic or patchy particles,
respectively, are marked by filled symbols.
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I.e. in isotropic systems with T = 0.70 the averaged bond-orientational order pa-
rameter in layers deeper than six reads 〈|ψ12|〉 = 0.724... and the averaged number
of flips is Nflip/N = 0.048..., which is similar to systems with directed interactions
and T = 0.15 in which 〈|ψ12|〉 = 0.728... and Nflip/N = 0.061.... Accordingly, in
the following we refer to the temperatures mentioned above as standard temper-
atures and data for systems grown with these temperatures are shown with solid
points or thicker lines in all Figures of this Section. Furthermore, snapshots of the
systems grown with our standard temperatures are usually emphasized by a frame
colored in magenta.
The results of Figures 6.13 (c) and (d) show that with increasing temperature the
number of surface particles decreases indicating that for larger temperatures no
network-like structures occur. Different colors of the data points represent systems
grown with different rates.
In the case of the isotropic particles, we observe quasicrystalline bulk structures
in the temperature regime T ∈ [0.5; 0.7]. Here, the fraction of surface particles
does not significantly depend on the rate. For lower temperatures the fraction
of surface particles is larger for systems grown with higher rates since a reduced
time between injected particles causes gaps and respectively increasingly thinner
branches. In the case of the patchy particles, the fraction of surface particles also
rises at low temperatures due to the formation of network-like structures. How-
ever, the branches of the structures built in these systems are thicker, such that
the fraction of surface particles is lower than for the corresponding cases in the
isotropic systems. Furthermore, the network-like structures are still observable for
larger temperatures, especially in case of large rates. Even at larger temperatures
the fraction of surface particles depends on the rate in case of patchy colloids. At
high temperatures T ≥ 0.15, this is due to increased cluster formation, which will
be discussed in Subsection 6.2.5. In conclusion, while for isotropic interactions the
dependence of the surface particles on the rate is small in case of large tempera-
tures, in case of patchy colloids, the rate even matters at larger temperatures and
in order to avoid diffusion-limited aggregation a low injection rate is required.
Additionally, in order to give a quantitative estimate of the diffusion of the particles
on the surface dependent on the temperature, we extract the diffusion constant
D from the mean square displacement of single particles on a free surface (see
Figures 6.13 (e) and (f)). For both, isotropic and patchy particles, D increases
with temperature and covers several orders of magnitude within the investigated
temperature ranges. Low diffusion constants explain the formation of networks,
while increased D allow wide diffusion and the growth of quasicrystals. Note that
the diffusion constants of patchy colloids on average are larger than for particles
with isotropic interactions at comparable temperatures, because they usually do
not bind with a patch to the surface during the diffusion along the surface. As
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soon as a patchy colloid connects to the surface by a patch it stays at that position
much longer than an isotropic particle.

6.2.3 Overview of observed structures and occurrence of
the long length scale

(a) T=0.1

R=
1/

B

(b) T=0.4

isotropic particles

(c) T=0.7 (d) T=0.01

R=
0.

22
/

B

(e) T=0.15

patchy particles

Figure 6.14: Exemplary snapshots of systems with isotropic and directed inter-
actions for different temperatures. (a)-(c) show isotropic systems grown with
R = 1/τB and (a) T = 0.1, (b) T = 0.4 and (c) T = 0.7. (d) and (e) illus-
trate systems of patchy particles grown with R = 0.22/τB and (d) T = 0.01 and
(e) T = 0.15.

In the next step, we want to explore at which temperatures quasicrystals can be
grown. Figure 6.14 qualitatively depicts typical snapshots of systems obtained
from both studied potentials for different temperatures. In Figures 6.14 (a)-(c)
we illustrate systems with isotropic interactions grown with a constant rate R =
1/τB. We observe two structures where the long length scale dominates and an
almost perfect quasicrystal. By almost perfect quasicrystal we mean that most
of the particles sit at the positions that are expected from the perfect square-
triangle tiling that we employ as a substrate. A quantitative characterization of
possible deviations from a perfect square-triangle tiling will be given starting in
Subsection 6.2.4. While we usually compare the positions of the particles of the
grown structure to that of the square-triangle tiling in real space, one can also
check the long-range order by calculating the structure factor as we will show in
Subsection 6.2.4.
In our systems grown with T = 0.10 (see Figure 6.14 (a)) the particles arrange
to local triangular structures with nearly exclusively particle distances of the long
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length scale. Only a few particles reach the first potential minimum of the short
length. The structure is interrupted by gaps due to a reduced diffusion at low
temperatures. Increased temperatures result in an increased local dodecagonal
ordering, which is illustrated on the example of a system grown with T = 0.40 in
Figure 6.14 (b). A striking feature here is the formation of rings or parts thereof,
which are composed of a central particle that is surrounded by twelve colloids.
The distance of the central particle to the outer particles corresponds to the long
potential length while the distances between the surrounding particles is the short
length. For even larger temperatures the number of rings decreases and finally
the denser, almost perfect quasicrystalline structures grow (e.g. Figure 6.14 (c) for
T = 0.70).
In Figures 6.14 (d) and (e) structures grown with patchy particles are shown.
The snapshots illustrate systems grown with R = 0.22/τB. Even for very low
temperatures (e.g. T = 0.01, Figure 6.14 (d)) we do not observe a domination
of the long length scale. Instead, the discussed network-like structure is present
over a wide temperature range. With rising temperature the networks become
thicker until quasicrystalline structures grow for sufficiently large temperatures as
depicted for T = 0.15 in Figure 6.14 (e).
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Figure 6.15: Fraction of particles for which all distances to neighboring parti-
cles except at most one correspond to the long length scale as a function of the
temperature. Different rates are shown with different colors and the standard tem-
peratures are marked by filled symbols. Systems grown with isotropic interactions
are shown on the left hand side, patchy particle systems on the right hand side.

In Figure 6.15 we characterize the occurrence of the long length scale quantita-
tively. As a function of the temperature, we show the fraction of particles that
possess - except for at most one neighbor - only neighbors at a distance correspond-
ing to the long length scale. Such particles are either part of a local triangular
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arrangement with the long length or they are the central particle of a ring-like
formation. The initial particles of the substrate and the surface particles are not
included in the evaluation. Particles with a distance d < 1.6 are defined as nearest
neighbors with the short distance, while particles with 1.6 < d < 2.2 are counted
as nearest neighbors with the long distance. For each temperature we consider
systems grown with various rates as given by the color code.
For isotropic particles the long length scale dominates for low temperatures. Fur-
thermore, increasing the rates seems to support the long length scale. For T = 0.10
and R = 10/τB nearly all particles exclusively have distances of the long length
to their neighbors. For sufficiently large temperatures we observe the formation
of quasicrystalline structures, e.g. for T = 0.70 we observe hardly any particles
with only neighbors of the long length for any rate. In systems grown with patchy
particles we do not observe any particles that possess only neighbors with the long
length distance which is shown on the example of one representative rate.

6.2.4 Order of the grown quasicrystalline structures

In the following, we concentrate on the almost perfectly grown quasicrystalline
structures, i.e. the structures grown with or close to our standard temperatures
which are sufficiently large. Furthermore, we consider sedimentation rates that are
sufficiently low.
We characterize the structures according to their bond-orientational as well as
positional order (see Figure 6.16). Therefore, we calculate the bond-orientational
order parameter ψm(rj) for each particle j at position rj. The bond-orientational
order parameter is defined in Subsection 3.5.4. In Figures 6.16 (a) and (b) we
depict exemplary snapshots of systems grown with our standard temperature and
give the absolute value of the local bond orientational order parameter by the
colors. Most particles show a good local dodecagonal order indicated by the black
color. Slight deviations are caused by thermal fluctuations. In addition, in Figures
6.16 (c) and (d) we depict the corresponding structure factors S(q) (see Subsection
3.5.2 for a definition of S(q)). Discrete Bragg peaks indicate long-range order of
the structures. Positional order is also indicated by sharp peaks in the radial
distribution functions g(r) shown in Figures 6.16 (e) and (f) (see Subsection 3.5.1
for a definition of g(r)). The positions of the peaks correspond to the ones of a
perfect square-triangle tiling. Note that the peak at the short length scale is larger
and thinner in the case of interactions with preferred angles. All in all, at the
respective standard temperatures the structures grown with isotropic interactions
and the structures for interactions with preferred bond angles are almost the same
and they correspond to nearly perfect square-triangle tilings as can be revealed by
comparing the positions of the particles in real space (see also quantitative analysis
in the next Subsection).
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Figure 6.16: Characterization of structures grown with our standard temperatures.
The interactions between the particles are isotropic (left column) and with pre-
ferred bond angles (right column). (a) and (b) Snapshots of grown structures with
the particles colored according to their absolute value of the bond-orientational
order parameter |ψ12|. (c) and (d) Structure factors S(q) and (e) and (f) radial
distribution functions g(r) depicted in purple or blue of the illustrated snapshots.
The radial distribution function of a perfect square-triangle tiling is shown in black
for comparison. Note that g(r) of the perfect tiling is compressed by a factor of
70 in y-direction.
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Figure 6.17: Averaged bond-orientational order parameters 〈|ψ12|〉 as functions of
the layer in systems with isotropic particles (left column) and for patchy parti-
cles (right column). The bond-orientational order for our standard temperatures
(T = 0.70 for isotropic interactions, T = 0.15 for patchy colloids) is indicated by
thick curves. In (a) and (b) the rates are varied for constant temperatures (T = 0.7
for isotropic interactions, T = 0.15 for patchy colloids. In (c) and (d) the tem-
peratures are varied for constant rates (R = 0.125/τB for isotropic interactions,
R = 0.11/τB for patchy colloids). The dotted lines indicate the reference values
of 〈|ψ12|〉 obtained when the respective system is equilibrated in bulk with the
respective standard temperature. The layers are counted starting at the surface,
which corresponds to layer one.

In Figure 6.17 we quantitatively show the orientational order as a function of
the layers for systems grown with different control parameters that support qua-
sicrystalline structures. The left column illustrates isotropic particles; in the right
column we depict patchy particles. Figures 6.17 (a) and (b) show the orientational
order for systems grown with our standard temperature T = 0.70 for isotropic
particles and T = 0.15 for patchy particles. These temperatures are comparable
regarding the averaged value of |ψ12| (shown by the blue dotted lines) in a system
equilibrated at the corresponding temperature.
For all rates the orientational order possesses a large value in the first layer, which
is due to several surface particles with only one nearest neighbor. Starting from the
second layer, the system first is less ordered but the order increases with increasing
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distance from the surface. Finally, the orientational order parameter approaches
the bulk reference value after about six layers. The orientational order usually is
independent of the rate. However, for very high rates, as shown on the example of
R = 10/τB for isotropic particles, the increase of the order is slower and it takes
more layers to approach the bulk value because the injected particles have less
time to find their ideal positions. The behavior of the bond orientational order at
the standard temperatures is similar for isotropic interactions and patchy colloids.
In Figures 6.17 (c) and (d) we display the course of the order in systems grown
with a constant rate, i.e. R = 0.125/τB for isotropic particles and R = 0.11/τB
for patchy particles. The temperatures are varied. In all systems the orientational
order is largest for low temperatures since thermal fluctuations are reduced.

6.2.5 Dynamics of phasonic excitations

Within our grown systems there might still occur rearrangements of the particles:
Beside thermal phononic fluctuations, phasonic flips play an important role in the
discussion of the dynamics. In the well-studied decagonal tiling local phasonic flips
of single particles have been observed at many positions in the tiling [14, 28, 29,
91, 265]. We will now discuss the case of dodecagonal quasicrystals in which we
observe two kinds of flips which occur for both, systems with isotropic interactions
as well as interactions with preferred binding angles.

isotropic particles, T=0.70(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.18: Local rearrangements during the dynamical evolution of a system with
isotropic interactions and standard temperature. In each blue box a part of the
system is shown at two different times. Particles that have changed their position
about dflip are colored in green. A tiling is drawn by connecting the particles with
a distance of the short length. (a) and (b) Single flip enabled by a shield tile. (c)
and (d) Correlated flips of a ring of six particles rotating around a central particle.
(e) and (f) Successive flips starting from a shield tile in the bulk and leading to a
displacement of the shield tile. (g) and (h) Successive flips starting at the surface
and leading to a shield tile that moves into the bulk. Similar dynamics are also
observed in systems of patchy particles.
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First, even though in a local arrangement composed of only squares and triangles
the particles are so dense that they do not have the possibility of flipping inde-
pendently from each other, we observe correlated flips of six particles that rotate
about 2π/12 around a central particle as shown in Figures 6.18 (c) and (d). The
covered distance of each particle corresponds to the flip distance dflip. The ideal
flip distance reads dflip = 1/(2cos(π/12)), calculated from geometrical considera-
tions.
Second, beside the triangles and squares known from the square-triangle tiling,
our grown structures exhibit shield tiles which are additional tiles composed of
six particles as illustrated, e.g. in Figures 6.18 (a) and (b). Such shield tiles serve
as starting points of phasonic flips (see [385, 386]), since particles on the sides of
a shield may flip inside the shield (see Figures 6.18 (a) and (b)). The covered
distance after a flip is also dflip. After such a flip the shield tile is conserved and
only changes its position within the sample. As a consequence, we observe chains
of flipping particles (see, e.g. Figures 6.18 (e) and (f)) corresponding to the mo-
tion that is known as zipper motion [385, 386]. Once one particle has flipped the
subsequent flip of the zipper motion may occur very fast, e.g. the time between
the two illustrated snapshots is only ∆t = 1τB.
In addition, during the growth process new shield tiles may build at the free surface
of the quasicrystal and move into the structure by subsequent flips as illustrated
in Figures 6.18 (g) and (h). Conversely, shield tiles within the bulk may also move
to the surface and disappear. Note that the examples in Figure 6.18 are drawn for
isotropic interactions but similar flipping dynamics also occur in systems of patchy
particles.

In the following we show grown systems of isotropic and patchy particles and
compare them with regard to phasonic flips. In Figure 6.19 we illustrate snapshots
of systems grown with our standard temperatures. The isotropic systems are shown
in the first column, patchy systems in the second column. An additional system of
patchy particles grown with the slightly larger temperature of T = 0.17 is depicted
in the third column. The particles are colored according to performed flips after
∆t = 10τB and ∆t = 100τB in the first and second line, respectively. We consider
a particle to be flipped if it has moved by more than dflip/2 after the considered
time ∆t. Flipped particles are colored in green or red. Dark-green and dark-red
particles possess at least four flipped neighbors. Those particles typically belong
to a region where all particles have moved, which we also refer to as rearranged
regions. However, note that there might be some particles detected as rearranged
regions, although there is only a crossing of flipped lines. Nonetheless, we chose
four neighbors or more as threshold, in order to detect all regions.
In all snapshots we observe the flips discussed in Figure 6.18. As expected, by
trend the number of flips is larger in case of a longer time between the snapshots
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Figure 6.19: Phasonic flips in systems grown with our standard temperatures (a)
R = 0.2/τB for isotropic particles and (b) R = 0.22/τB for patchy particles. (c)
depicts an additional system of patchy particles grown with a larger temperature
T = 0.17. Particles that will flip after ∆t = 10τB (first row) or ∆t = 100τB (second
row) are colored in green or red. Particles that belong to a region that collectively
rearranges are colored in dark-green or dark-red.

since there is more time for the flips to occur. Furthermore, there are more flipped
particles close to the surface than in the bulk. In systems with isotropic interactions
we hardly observe any regions of collectively rearranged particles. In systems of
patchy particles, we observe regions that have rearranged. A quantitative analysis
will be given in the next paragraph and Figure 6.21. Such regions even become
larger if the temperature is slightly increased and usually occur close to the surface.
A possible reason might be that patchy particles need a longer time to orient
correctly.

In order to discuss the phasonic flips quantitatively, we show the average fraction
of flipped particles in a growing system after a simulation time ∆t = 10τB as a
function of the layer in Figure 6.20. The shown systems are the same as in Figure
6.17. In all systems the fraction of flipped particles is largest close to the surface
where particles still need to find their ideal positions. Moreover, in the upper layers
we observe slightly more flips in systems of patchy particles compared to isotropic
particles. The flip fraction decreases with an increasing distance from the surface.
Figures 6.20 (a) and (b) depict the functions for various rates and our standard
temperatures. For systems grown with low sedimentation rates the flip fraction
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Figure 6.20: Averaged flip fraction after ∆t = 10τB as functions of the layer. The
same systems as in Figure 6.17 are employed. The dotted lines in (a) and (b) give
the reference values of Nflip/N obtained from an structure equilibrated in bulk.

decreases fastest since the particles have the most time to find their ideal positions.
Far away from the surface, the fraction of flipped particles approaches the bulk
value (dotted blue lines) that is determined by counting the flips in structures
equilibrated at the corresponding standard temperatures in bulk. Figures 6.20 (c)
and (d) show the fraction of flipped particles for systems with a constant rate for
various temperatures. We observe a pronounced temperature dependence, i.e. for
large temperatures there are more phasonic flips even at large distances from the
surface.
In the following we investigate the rearranged regions quantitatively. Figure 6.21
depicts the fraction of particles belonging to a rearranged region as a function of the
rate. The data confirms that the isotropic particles form less rearranged regions,
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Figure 6.21: Number of particles belonging to a rearranged region after ∆t = 10τB
over the total number of particles within the considered system as a function of
the sedimentation rate R. Different temperatures are shown in different colors.
The results for isotropic particles are shown on the left, patchy particles on the
right.

i.e. there are hardly any rearranged regions except for a few particles on the surface,
which is shown using the example of the largest investigated temperature T = 0.70,
e.g. Nregion/N = 0.0028... for R = 0.125/τB. In case of the patchy systems, the
fraction of rearranged regions is much larger and increases with increasing rate
for all considered temperatures. Additionally, the fraction of rearranged regions is
dependent on the temperature as we have already conjectured due to the snapshots
shown in Figure 6.19. For example, Nregion/N = 0.0253... for T = 0.15 and R =
0.11/τB.

Another kind of dynamics observed during the growth is the dissociation of par-
ticles from the surface. Especially within the systems of patchy colloids there are
sometimes single particles or chains of particles that detach from the surface. The
detached particles subsequently trigger the formation of larger clusters of parti-
cles. In Figure 6.22 we show the two different possibilities of how such clusters
are formed with time. First, we illustrate the dissociation of a single particle in
a system that grows with T = 0.17 and R = 0.54/τB (see Figures 6.22 (a)-(c)).
Second, we depict the detachment of a chain of particles that typically occurs at
large rates (e.g. R = 1.12/τB) and not too large temperatures (e.g. T = 0.15)
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Figure 6.22: Two examples of cluster formation with time. (a)-(c) depict a single
particle that diffuses from the surface. Particles, that are added to the system
attach to it and form a small cluster. (d)-(f) shows a complete chain of particles
that detach from the surface.

as shown in Figures 6.22 (d)-(f). Naturally, the first way of forming clusters is
observed more often, as it does not require diffusive motion along the surface.

6.2.6 Lines and regions of flipped particles in almost per-
fect structures

In the following we investigate how the dynamics of phasonic flips influences the
structures that are grown. Specifically, we are interested in deviations from per-
fect quasicrystals as given by the square-triangle tiling that we have also used for
the initial substrate particles. In Figure 6.23 we depict systems that have grown
with different sufficiently low sedimentation rates R ≤ 1/τB and appropriate tem-
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Figure 6.23: Comparison of grown structures (purple or blue points) to quasicrys-
tals according to perfect square-triangle tilings (green or red points). (a)-(c) depict
systems grown with isotropic interactions, (d)-(f) show particles with preferred
binding angles. The rates and temperatures are given in the Figure. The border
to the initial substrate particles is indicated by black lines. In order to indicate
regions with phononic or phasonic offset, particles that are neighbored by par-
ticles that all are displaced from the perfect structure are colored in light-blue.
The insets show the Fourier back transformations of symmetrically chosen peaks
of the structure factor in order to detect dislocations. Within the snapshots of
the grown structures we highlight the regions which are illustrated in the insets
by gray borders. Note that dislocations only have been found for patchy particles
(see insets of (e) and (f)).

peratures in order to form quasicrystalline structures. The grown structures are
illustrated in purple (isotropic particles) or blue (patchy particles) while in the
background the perfect square-triangle tiling with particles colored in green or red
are shown.
In case of the isotropic interactions (see Figures 6.23 (a)-(c)) most particles of
the grown structures coincide very well with the positions expected from the per-
fect square-triangle tiling. However, we observe lines of particles that are located
between two ideal lattice positions. The deviation from the next ideal position
corresponds to the distance of a phasonic flip dflip. Note, we do not observe single
particles whose positions deviate from the prescribed ideal positions. To be spe-
cific, we observe the rotation by 2π/12 of rings of six particles around a central
particle similar to Figures 6.18 (c) and (d). Furthermore, there arise even longer
chains of displaced particles. Such chains are either closed or open. The endpoints
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of open chains are either at the surface of the structure or in the bulk. In the
latter case they begin with a shield tile. Note that on a first glance the patterns of
closed and open lines in Figures 6.23 (a)-(c) seem to be quite different. However,
the patterns of circles and lines can change very fast. In total, we do not find any
dependence of the phasonic flip lines on the sedimentation rate for the isotropic
interactions. Note that we do not show the complete width Lx such that the pat-
terns are not continued periodically in the snapshots.
In case of the systems grown with preferred binding angles as depicted in Figures
6.23 (d)-(f), similar circles and lines of flipped particles are observed. However,
close to the surface the patchy particles generally do not coincide well with the
perfect structure. Even regions of mismatched particles occur probably as a direct
consequence of the dynamically rearranging regions that we have observed in Sub-
section 6.2.5. Particles belonging to a rearranged region are colored in light-blue.
Hence, we calculated the displacement fraction, i.e. the fraction fdisp = Ndisp/N of
particles Ndisp belonging to a displaced region averaged over 1000 snapshots. In
case of the patchy systems, we find a displaced particle fraction of fdisp = 20.8%
for the system grown with T = 0.15 and R = 0.11/τB and fdisp = 36.7% for
R = 0.22/τB. In contrast, the displaced particle fraction in case of the isotropic
particles is only fdisp = 0.9% for T = 0.70 and R = 0.125/τB and fdisp = 13.9% for
R = 0.2/τB. Thus, the displaced particle fraction depends on the rate and is much
higher for the patchy systems. However, note that in case of lines that lay closely
side by side the particles may misleadingly be counted to a rearranged region (see,
e.g. Figure 6.23 (b)).
Finally, we checked whether dislocations occur in the grown structures. By using
the method described in [332] (see also Subsection 3.5.5), we find that for isotropic
interactions no dislocations can be found while in case of patchy colloids disloca-
tions might build, especially in case of large rates or large temperatures (see insets
in Figure 6.23). The dislocations seem to form at the border between the almost
perfect part of the grown quasicrystal and a region that is collectively displaced
with respect to the perfect structure.

6.3 Conclusion

By using Brownian dynamics simulations we have examined the growth of two-
dimensional colloidal quasicrystals. While in [115, 116] the growth of quasicrys-
tals was studied by employing phase field crystal models, we here investigated the
growth on the particle-resolved level by depositing particles at a free surface. The
method corresponds to the growth out of vapor.

In first investigations the particles interacted according to an isotropic Lennard-
Jones–Gauss pair potential with two incommensurate length scales that are char-
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acteristic of decagonal structures. Analyzes of the grown structures based on their
orientational order revealed different fractions of decagonal and hexagonal ele-
ments dependent on the temperature and sedimentation rate.
The surfaces of the grown quasicrystals provide characteristic shapes given by
straight lines along the symmetry lines. Additionally, distances corresponding to
the long potential length scale dominate at the surface. In further studies we have
identified phasonic flips in quasicrystalline systems that have grown without gaps
or local triangular order. Phasonic flips and their healing have recently been inves-
tigated experimentally during the growth of metallic quasicrystals [379]. They are
also essential in the quasicrystalline systems described by phase field crystal mod-
els [115, 116]. We depict similar processes in our simulated colloidal quasicrystals
in which the flip fraction decreases in deep layers.
The depth and position of the second potential minimum play an important role in
the formation of quasicrystals. A deep minimum increases the number of particles
with a distance of the long length scale and causes an increased formation of large
triangles. Varying positions result in an excess of triangles with the length scale
being dependent on the direction of variation.
Our model can be applied to all quasicrystalline systems that are stabilized by
an isotropic interaction potential with multiple length scales. We expect to find
similarities in quasicrystals with even other rotational symmetries as well.

In further simulations we have studied the growth of dodecagonal quasicrystals
consisting of particles that either interact according to the Lennard-Jones–Gauss
potential or of structures formed by patchy colloids that interact with a Lennard-
Jones potential and additionally possess preferred bond angles.
We have analyzed structures grown with different sedimentation rates and tem-
peratures according to their orientational order. While for low temperatures we
observe the phenomenon of diffusion-limited aggregation that leads to network-like
structures, the best quasicrystals are obtained for large temperatures as long as we
stay below the melting transition. With larger temperatures, phasonic flips occur
more frequently in the structures. Since the flips close to the surface dominate,
these flips support the growth of almost perfect quasicrystals as similarly observed
for decagonal quasicrystals.
At intermediate temperatures differences between the structures grown with isotro-
pic particles and those obtained with patchy colloids can be observed. In case of
the isotropic particles the long potential length scale dominates for low tempera-
tures. Note that we have made similar observations for the decagonal quasicrystals
studied in [265]. In case of the dodecagonal square-triangle quasicrystals consid-
ered here, the long length scale leads to triangular arrangements or ring-like defect
tiles. In addition, phasonic flips corresponding to zipper motions with additional
shield tiles are observed (cf. the theoretical work in [385]).
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The growth of quasicrystals that consist of patchy particles is not based on the
competition of two given length scales. Therefore, patchy particles have the ad-
vantage that the second length scale of the quasicrystal is not supported directly
by the pair potential but only indirectly via the preferred binding angles. As a
consequence, we do not find defects based on an undesired dominance of the long
length scale, e.g. the ring structures with long nearest neighbor distances that
can be found for isotropic interactions do not occur for patchy colloids. On the
downside, for patchy colloids we observe the occurrence of regions with different
phononic or phasonic displacements. These regions sometimes are connected to
dislocations that have not been observed in case of isotropic particles. The regions
with different phasonic displacement and the dislocations are probably due to the
smaller mobility at the surface in combination with the requirement to not only
adjust the positions to the perfect structure but also the orientation.
In conclusion, patchy particles provide an interesting alternative way to obtain
almost perfect soft-matter quasicrystals. They also might present an interesting
approach concerning the struggle to obtain well-controlled colloidal quasicrystals
in experiments. However, some questions remain open for future studies, e.g. con-
cerning the mechanism how the second length scale of the quasicrystal is supported
by the binding angles and why colloidal particles with five or seven patches form
dodecagonal quasicrystals [119, 120] instead of structures with rotational symme-
tries that are related to the number of patches as one might naively expect.

Generally, since we have investigated two-dimensional systems, an extension of our
studies could include the influence of a substrate as is present in experiments (e.g.
[380, 381]), in theoretical studies [344, 369], or in simulations [247]. Concerning the
growth of quasicrystals in three dimensions we expect that some features are simi-
lar to the growth behavior in two dimensions that we have studied in this Chapter.
For example, the development of the orientational order, facets in forms of surface
particles that arrange along the symmetry planes of the growing structure, or local
phasonic flips probably occur in a similar way in three dimensions. However, there
might be some differences between the growth in two and three dimensions. The
diffusion of deposited particles on the surface of a three-dimensional structure is
smaller due to a stronger binding by an augmented number of neighbor particles.
Furthermore, the formation of defects is different because dislocation lines can
occur in three dimensions as shown in simulations [247]. Note that while perfect
long-range quasiperiodic positional order can exist in three dimensions, in two di-
mensions the positional order decays algebraically at non-zero temperatures (see,
e.g. [387, 388]).
Finally, while we only study the growth obtained by depositing one particle after
the other on the surface, it might be interesting to have a closer look at the growth
that occurs if small clusters can form in the melt and such clusters are deposited
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on the surface of the quasicrystal (see [375]).



Chapter 7

Phase transitions in
two-dimensional colloidal
quasicrystals

While in the previous Chapter we discussed the growth of two-dimensional colloidal
quasicrystals, in this Chapter we study their melting. As in the previous Chapter
the particles interact with an isotropic pair potential supporting the two length
scales present in decagonal quasicrystals. With our investigations we want to
find out the similarities and differences of the melting process in periodic and
quasiperiodic systems.
We order the Chapter as follows: In Section 7.1 we introduce common theories
on the melting process in two-dimensional periodic and quasiperiodic systems. In
Section 7.2 our numerical studies of the melting of decagonal quasicrystals are
presented. A conclusion is given in Section 7.3.
The major part of this Chapter is based on the manuscript of our publication
[G]. A statement about the concerned Sections and a detailed contribution of the
authors is provided in the List of publications.

7.1 Melting in two dimensions

Melting in two dimensions is an interesting and intriguing process. While in three
dimensions the phase transition between a solid crystal and a liquid is of first order
[389], in two dimensions there exist different competing melting theories. Solids
in two dimensions possess long-range orientational order and quasi-long-range po-
sitional order [387, 390]. The KTHNY theory [32–35] which was developed by
Kosterlitz and Thouless [32] (and independently by Berezinskii [31]) and com-
pleted by Halperin, Nelson and Young [33–35] predicts the melting to occur in two
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steps via an intermediate hexatic phase between solid and liquid. According to the
KTHNY theory the transition from the solid to the hexatic phase is induced by
the decomposition of pairs of dislocations into single dislocations when the tem-
perature is increased (see Section 2.6 for a definition of dislocations). The process
of decomposition is illustrated in Figure 7.1.

Figure 7.1: Dissociation of a pair of dislocations into two single dislocations. Blue
dots represent particles. Left: Pair of dislocations as present in a solid. Right:
Decomposed pair of dislocations as present in the hexatic phase. Lattice lines
are drawn by connecting particles on horizontal lines or slight deviations from
horizontal lines.

Note that in contrast to the melting process in three dimensions that usually
starts at the surface of the structure, in two dimensions defects can arise in the
bulk and the surface is rather irrelevant. In the hexatic phase free dislocations
cause short-range positional and quasi-long-range orientational order, expressed
by exponentially and algebraically decaying correlation functions, respectively.
When the temperature reaches a second threshold value, the single dislocations
dissociate into two separate disclinations as illustrated in Figure 7.2 (see Section
2.6 for a definition of disclinations). In the resulting fluid orientational order is
broken as well.

Figure 7.2: Dissociation of a dislocation into two disclinations. Left: Single dis-
location as present in the hexatic phase. Right: Decomposed dislocation, i.e. two
single disclinations as present in the liquid. The pink and the green particle are
surrounded by five and seven nearest neighbor particles, respectively.
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The solid-hexatic and the hexatic-liquid transition are both predicted to be contin-
uous. The two-step melting is confirmed in numerous simulations and experiments
[331, 391–397]. However, systems of hard disks suggest a hexatic-liquid transition
of first order [310, 398–400]. In case of soft disks the hexatic-liquid transition
depends on the parameters of the system. Increasing softness in purely repulsive
potentials leads to a change from first-order to continuous transitions [315]. Simi-
lar observations are made for further model systems with rising densities [401].
Alternative theories (see, e.g. [402, 403]) predict a first-order solid-liquid transition
which is either induced by grain boundaries [404–406] or due to the simultaneous
dissociation of dislocations and disclinations as studied in mean-field theories [407].
Another theory suggests a melting induced by vacancies [408].
The melting of quasicrystals has hardly been studied yet. A melting theory for
two-dimensional pentagonal quasicrystals was developed by Piali De and Robert
A. Pelcovits [388, 409–411] who predicted the melting to occur in two steps with
an intermediate phase called pentahedratic phase in analogy to the hexatic phase
in crystals [388]. The process is supposed to be similar to the melting of periodic
crystals as predicted by the KTHNY theory. Note that the correlation of phasonic
displacements ϕ that arise due to additional degrees of freedom in quasicrystals
(see Section 2.5) is expected to diverge as 〈(ϕ(0)−ϕ(R))2〉 ∝ ln(R) with distance R
in two-dimensional quasicrystals [156, 412], i.e. perfect long-range phasonic order
is not possible.

7.2 Event-chain Monte Carlo simulations of the

liquid to solid transition of two-dimensional

decagonal colloidal quasicrystals

In this Section we investigate phase transitions in two-dimensional systems of
decagonal colloidal quasicrystals. We apply the event-chain Monte Carlo algo-
rithm to a pair potential of the Lennard-Jones–Gauss type [28, 29] with two typical
length scales. We find a rich phase diagram for various densities and temperatures
and a first-order solid-liquid transition.
We order the Section in the following way: First, we describe our system as well as
the simulation method. Second, we give an overview of phases that form at various
densities and temperatures. Third, the phase transition between quasicrystal and
liquid is studied at a fixed temperature in detail. Afterwards, we investigate the
orientational and positional order of the structures by employing appropriate cor-
relation functions. Finally, we discuss the impact of phason relaxation by means
of correlation functions.
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7.2.1 System and method

We simulate two-dimensional systems of identical particles that interact according
to an isotropic Lennard-Jones–Gauss pair potential VLJG(r) as given in equation
(3.50) in Subsection 3.4.1. Like in our studies presented in Section 6.1 we choose
the potential parameters rG = 1.52, ε = 1.8 and σ2 = 0.02 such that two incom-
mensurate length scales that are typical of decagonal quasicrystals are supported
[28]. We consider interactions that are typical in colloidal systems. However, in
principle our approach can also be seen as model for quasicrystals on other length
scales.
In order to model large systems we apply event-chain Monte Carlo simulations
based on chains of displacements as previously described in [309] (see Section 3.3
for a detailed description of event-chain Monte Carlo simulations). We further
extend the algorithm to our Lennard-Jones–Gauss potential with two minima, i.e.
we model two repulsive and two attractive regions. We only search for short-range
events with possible event partners within the cutoff radius.
The event-chain Monte Carlo algorithm is usually applied in the NV T -ensemble.
In order to obtain a phase diagram and to find out whether an intermediate penta-
hedratic phase occurs within the melting process, we model systems with various
densities ρ and temperatures T . Note that the NV T -ensemble is well-suited for
our concerns. The simulation box is chosen with periodic boundary conditions
and with a size that makes a periodic approximant structure that is similar to the
perfect decagonal quasicrystal fit into the box. In our examples we either simulate
N = 645 particles in a box with Lx/Ly ≈ 1.91030 or N = 18698 particles with
Lx/Ly ≈ 1.17557. Our simulations are either started from a liquid or a decagonal
approximant. The positions of the perfect decagonal approximant are obtained
from the most pronounced maxima of the interference pattern of five laser beams
[7, 8, 125, 129, 325] (see also Section 4.2).

7.2.2 Phase behavior – overview

First, we investigate the phases that emerge in two-dimensional systems ofN = 645
particles interacting according to the Lennard-Jones–Gauss potential. The simu-
lations are started from a liquid. The energies of the simulated systems fluctuate
around constant energy values after about 3 · 106 or less sweeps. In order to check
for any further relaxation we run the simulations for at least 5 · 106 sweeps. In
the region where quasicrystals build we perform up to 8 · 107 sweeps. Dependent
on the temperature and density we observe a rich variety of different structures
which are summarized in a phase diagram (see Figure 7.3 (a)). We identify the
phases by means of the structure factor in reciprocal space (see Subsection 3.5.2
for a definition of the structure factor). Furthermore, we consult the real-space
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Figure 7.3: (a) Phase diagram dependent on the density ρ and temperature T in
systems of N = 645 particles. Simulations are started from the liquid. The color
code on the right denotes the phases, which are either pure or a mixture of two
coexisting phases marked by “/”. The region within the black rectangle contains
phase transitions from quasicrystal to liquid and will be investigated in detail in
the next Subsection. (b) Arrangements of particles at T = 0.70 (upper row) and
T = 0.50 (lower row) and various densities ρ = 0.70 (first column), ρ = 0.85
(second column), ρ = 0.95 (third column) and ρ = 1.00 (fourth column). Nearest
neighbor particles are connected. The insets depict the according structure factors.
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tilings which are drawn by connecting nearest neighbor particles with a distance
d < (d1 + d2)/2, where d1 and d2 denote the first and second peak of the radial
distribution function.
For temperatures T ≥ 0.6 the thermal energy of the particles is too large for the
formation of quasicrystalline structures. Exemplary snapshots of systems with
T = 0.7 and various densities are visualized in Figure 7.3 (b) (upper row). We
observe a coexistence between liquid and gas at low densities. The gas phase is di-
lute. With rising density the gas phase vanishes and the fraction of triangles with
side lengths of the short potential length grows. At ρ ≥ 1.00 the triangles arrange
to an ordered lattice in coexistence with the liquid. Six peaks in the structure
factor indicate hexagonal symmetry.
For low temperatures T < 0.6 the particles arrange to quasicrystalline structures
at appropriate densities. Later in this Section, we will have a closer look at the
region where a phase transition from quasicrystal to liquid can be observed. The
region is marked by a black rectangle in Figure 7.3 (a). In Figure 7.3 (b) (lower
row) we illustrate snapshots with T = 0.5 and various densities. At low densities
a quasicrystal coexists with a gas. At ρ ≈ 0.85 we get a nearly perfect quasicrys-
tal with a structure factor with sharp peaks underlining the decagonal symmetry
with globally constant orientation. Remarkably, at rising densities ρ > 0.85 the
quasicrystal partially turns into a crystalline structure built from pentagons and
triangles (see also [91]), which coexist with the quasicrystal. Note that pentagons
belong to the five basic tiles of a decagonal quasicrystal and possess the highest
particle densities among these. Triangles are supported by the short potential
length. We refer to the arrangement as tritile phase. Its structure factor possesses
a 6-fold symmetry. Surprisingly, at densities that exceed the density of the tritile
phase, the particles again rearrange to a quasicrystalline structure that now coex-
ists with a hexagonal lattice with a lattice parameter of the short potential length.
The structure factor shows a superposition of peaks that are arranged with decago-
nal and hexagonal symmetry, respectively. The hexagonal region grows with rising
density.
In our systems of N = 645 particles the assembled structures can be clearly identi-
fied. Therefore, these systems are used in order to obtain a rough overview. Note
that for the detailed study of the melting transition and especially for all correla-
tion functions we always employ the large systems with N = 18698 particles.

7.2.3 Phase transitions

In the following the region of the phase diagram in which we find quasicrystals
is investigated in detail, i.e. we present studies of phases with ρ ∈ [0.8; 0.9] and
T ∈ [0.54; 0.58] that are received from simulations started with a liquid (see box in
Figure 7.3 (a)). In particular, we are interested in the transition from quasicrystal



7.2. Event-chain Monte Carlo simulations of decagonal quasicrystals 177

Figure 7.4: Detailed view at the solid-liquid phase transition. (a) Absolute value
of the average bond-orientational order parameter |〈ψ10〉| in systems of N = 645
particles with various densities and temperatures. A color code bar is on the
right. The black rectangle indicates systems at a fixed temperature T = 0.55
which are investigated in detail. (b) Rough schematic characterization of the
corresponding phases consisting of quasicrystals (qc), gas (g) and liquid (l) or
coexistences between two phases. (c)-(g) Arrangements of N = 18698 particles
at T = 0.55 and various densities. The particles are colored according to their
absolute value of the local bond-orientational order parameter |ψ10|. The color
code is shown on the right. (c) Coexistence between quasicrystal and gas at low
density ρ = 0.80. (d) Quasicrystal at ρ = 0.85. (e) and (f) Coexistences between
quasicrystal and liquid at ρ = 0.86 and 0.88. (g) Liquid at ρ = 0.90. Bottom:
Amplified particle-resolved sections of the systems. All depicted systems were
simulated from the liquid.



178 Chapter 7. Phase transitions in two-dimensional colloidal quasicrystals

to liquid. In Figure 7.4 (a) we plot |〈ψ10〉| obtained from systems of N = 645
particles as a function of the temperature and density. ψ10 describes the local
bond-orientational order parameter with respect to 10-fold rotational symmetry
(see Subsection 3.5.4 for a definition of ψ10). We consider particles with a dis-
tance d < (d2 + d3)/2 as neighboring particles. d2 and d3 denote the second and
third peak of the radial distribution function. In the quasicrystalline phase |〈ψ10〉|
obtained from single configurations deviates up to ±4% from the illustrated av-
erage over 50 configurations. In Figure 7.4 (b) a corresponding phase diagram is
shown schematically. For sufficiently small temperatures the region with clearly
largest |〈ψ10〉| provides quasicrystalline order. The quasicrystal is surrounded by
coexistences between quasicrystal and gas or respectively liquid at lower or higher
densities.
We now choose a fixed temperature T = 0.55 at which a solid-liquid phase tran-
sition is observed (see black rectangle in Figure 7.4 (a)). We perform extensive
simulations of large systems with N = 18698 particles and various densities. In
these large systems we perform at least 6 · 106 sweeps. In the region where qua-
sicrystals build we even perform up to 2 ·107 sweeps. Snapshots of different phases
obtained from simulations started with a liquid are visualized in Figures 7.4 (c)-
(g). The particles are colored according to |ψ10|.
The coexistence between quasicrystal and gas at low densities is accompanied with
a sharp surface between both phases (see Figure 7.4 (c)). At ρ = 0.85 we observe
a quasicrystalline phase with decagonal symmetry as illustrated in Figure 7.4 (d).
Small deviations from the decagonal symmetry in terms of phononic displacements
are caused by thermal fluctuations. At ρ ≥ 0.86 a liquid coexists with a phase
with at least local quasicrystalline order (see Figures 7.4 (e) and (f)). The phase
coexistence suggests a first-order transition to the liquid. In principle, a similar
behavior was observed for the phase transitions of periodic crystals [310, 315],
where the coexistence is between a hexatic phase with local crystalline order and
unbound dislocations and a liquid. However, in the next Subsection we show that
in our case the phase is not a pentahedratic phase (corresponding to the hexatic
phase in periodic systems) as predicted in [388], but a quasicrystal. At ρ ≥ 0.90
the orientational order is lost, resulting in a liquid (see Figure 7.4 (g)).

In Figure 7.5 we illustrate the potential energy per particle Epot/N of the inves-
tigated systems with T = 0.55 and N = 18698 as a function of the density ρ.
Results are shown from simulations started with a liquid or a perfect decagonal
approximant. The suggested first-order transition from the ordered phase to the
liquid is supported. In case of simulations started from the solid, the energy in-
creases at slightly larger density ρ ≈ 0.86 where coexistence with the liquid begins.
Note that at low densities ρ < 0.85 the energy increases due to the coexistence
with gas.
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Figure 7.5: Potential energy per particle Epot/N as a function of the density. The
systems are simulated with T = 0.55 and N = 18698. The initial configurations
are either a perfect decagonal approximant (green) or a liquid (purple). The
corresponding phases are indicated on the top using the same abbreviations as in
Figure 7.4 (b). Lines roughly separate the phases.

7.2.4 Correlation functions

In order to decide whether the phase that coexists with the liquid is a solid qua-
sicrystalline phase or a pentahedratic phase, we analyze the orientational and
positional correlation functions of our systems with N = 18698 and T = 0.55 for
various densities (see Figure 7.6).

We start with the orientational correlation function with respect to decagonal sym-
metry g10(r) (see Subsection 3.5.4). For densities ρ = 0.85 and ρ = 0.855 below
the beginning of the coexistence region, g10(r) is nearly constant which indicates
long-range orientational order. This behavior is found in both, simulations started
from an initially perfect quasicrystal (see Figure 7.6 (a)) and from a liquid (see
Figure 7.6 (b)). Even at the beginning of the coexistence interval with densities
ρ = 0.86 and ρ = 0.865 the correlations decay slower than the algebraic decay
g10(r) ∝ r−0.25 that is predicted to arise at a possible transition from a pentahe-
dratic phase to the liquid [388]. Accordingly, the orientational order suggests that
there is no pentahedratic phase neither for low densities before the coexistence
nor in coexistence with a liquid. In the liquid, the correlation functions decay
exponentially and orientational order is lost.
In periodic solids, the positional order can well be measured by means of the
two-dimensional pair correlation g(r). Here, we apply the method to our qua-
sicrystals. In Figures 7.6 (c) and (d) we depict the cut of g(r) − 1 along the
x-axis, i.e. r = (x, 0) (see also [310, 315] for the so-called coherent pair correlation
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Figure 7.6: (a)-(d) Correlation functions of systems with T = 0.55 and various
densities obtained from simulations started with a perfect decagonal structure
(left column) or with a liquid (right column). (a) and (b) Bond-orientational
correlation functions g10(r). The black lines illustrate the decay as predicted within
the KTHNY theory for quasicrystals [388] at the transition from pentahedratic to
liquid, i.e. g10(r) ∝ r−0.25. Note that the correlation functions depicted in green are
obtained from systems in the coexistence region. (c) and (d) Coherent correlation
functions g(x, 0) along the symmetry directions.
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function). Simulations started from a perfect decagonal structure (see Figure 7.6
(c)) show an algebraic decay of the peak height envelope for systems with low
densities ρ = 0.85 and ρ = 0.855. Such an algebraic decay is expected from a
two-dimensional solid [387] and is in accordance with the results of the orienta-
tional order. In case of simulations started from a liquid (see Figure 7.6 (d)) the
positional correlation decays exponentially already for low densities ρ = 0.85 and
ρ = 0.855, which indicates short-range positional order. Note that in periodic crys-
tals, short-range positional order is not compatible with long-range orientational
order. In a solid, the positional order should only decay algebraically as predicted
by the Mermin-Wagner theorem [387, 390].

7.2.5 Dislocations and phason relaxation

In order to approach the origin of the short-range positional order, we analyze
the considered structures regarding dislocations by filtering single density modes
as previously described by Korkidi et al. [332] (see also Subsection 3.5.5). In the
quasicrystalline phase, both in the pure case and in coexistence with a liquid, we
find a few pairs of bound dislocations as expected in a solid, no matter whether the
system has been equilibrated from a perfect decagonal structure or from a liquid.
However, we do not observe unbound dislocations, which are the characteristic
features of the pentahedratic phase. This supports the absence of an intermediate
pentahedratic phase during the phase transition, and the observed fast decay of
the positional correlation function cannot be explained by dislocations.
In a further approach we investigate how phasonic excitations impact the posi-
tional correlation function. Phasonic flips are local rearrangements that retain
local decagonal symmetry, hence are energetically cheap. In a perfect decagonal
structure, the positions of the particles are on well-positioned lines that are ar-
ranged according to a Fibonacci sequence (see Figure 7.7 (a)). Single flips cause
only local deviations from the Fibonacci sequence and always retain quasicrys-
talline order. Furthermore, the flips can occur in a correlated way, and in the limit
of excitations with infinite wave length, they do not cost any free energy at all.
If phasonic excitations occur at a finite wavelength, incomplete lattice lines occur
that destroy the global order according to the Fibonacci chain. We systematically
insert correlated phasonic flips into the perfect decagonal structure by shifting half
lattice lines (see Figure 7.7 (b)). The resulting structure is again a quasicrystal
with neither local tiling defects nor dislocations. In Monte Carlo simulations we
heat both systems at T = 0.5 (see Figures 7.7 (c) and (d)). During heating, local
flips occur, but the interrupted lines in the prepared system usually remain. Note
that the systems are not meant to fully equilibrate, but serve as test systems for
the decay of g(r) in the presence of phasonic flips. The positional correlation func-
tions along the x-direction of both heated systems are illustrated in Figure 7.7 (e).
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Figure 7.7: Oblique views on systems with decagonal order (particle positions in
physical (x, y) space). (a) Perfect decagonal approximant. (b) Structure from
(a) with inserted correlated phasonic flips in the form of shifted lattice lines. (c)
and (d) Structures from (a) and (b) heated at T = 0.5. (e) Coherent correlation
functions along the x-direction of the structures shown in (c) and (d).

In case of the system with inserted phasonic flips the correlation function decays
faster. Since no defects – in particular no unbound dislocations – are present, the
fast decay can be attributed to the correlated flips. Consequently, g(r) is not a
clear criterion in order to determine the positional order in quasicrystals.
In the systems investigated in the previous Subsection that are obtained from a
liquid, we observe similar interrupted lines of particles which do not find together,
at least not within the simulation time. Thus, the fast decay of g(r) seems to be
due to phasons which are not completely relaxed compared to the perfect qua-
sicrystal.
We were not able to determine beyond doubt whether the equilibrium structure
of the quasicrystal should contain the phasonic excitations as observed for the
systems started from the liquid or not as seen for systems started from a per-
fect decagonal order. The excitation or the relaxation of correlated phasonic flips
occurs on timescales that are far too long to be studied with Monte Carlo simu-
lations. While we can study the dynamics of local phasonic flips over long times
in much smaller systems, we cannot explore the phasonic excitations that matter
for the long-distance behavior of the correlation functions and that correspond to
rearrangements correlated over long distances which are only accessible with large
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simulation boxes. Simulations where exclusively phasonic flips can occur indicate
that phasonic flips are part of thermal equilibrium [413] and the structure can still
be dislocation free or at least usually no isolated dislocations occur.
Furthermore, the logarithmic decay of the correlations of phasonic displacements
[156, 412] prohibits a perfect long-range phasonic order. As a consequence it seems
possible that the fast decay of the positional order is an equilibrium feature of two-
dimensional quasicrystals that can only be avoided if the quasicrystal is stuck in a
metastable state and the equilibrium phasonic excitations take too long to occur.

7.3 Conclusion

By using event-chain Monte Carlo simulations we have examined the phase dia-
gram of two-dimensional systems of particles that interact according to a Lennard-
Jones–Gauss potential. While in previous works, the event-chain Monte Carlo
algorithm was applied to particles with purely repulsive interactions [315], our
potential possesses two minima providing two incommensurate length scales as
present in decagonal quasicrystals. The analysis of the observed configurations
based on their orientational order revealed gas, liquid and quasicrystalline phases
as well as coexistence regions.
We observed a first-order transition between quasicrystal and liquid. We did
not find any pentahedratic phase like suggested within the KTHNY theory for
quasicrystals [388]. While the orientational order of the solid is long-range, the
positional order (suggested by the coherent correlation function) is either quasi
long-range as predicted by the Mermin-Wagner theorem [387, 390] when started
from a perfect decagonal structure or short-range when the initial structure is a
liquid. We found that excited phasonic degrees of freedom can be responsible for
the faster decay of the correlation functions. I.e., since g(r) is affected by phasons,
it is not fundamental for the determination of order in quasiperiodic structures.
Our results demonstrate that intrinsic quasicrystals obtained by special pair inter-
actions [102, 113–115, 374, 414] can possess phasonic excitations that lead to a fast
decay of the positional correlation function. Note that the growth of quasicrystals
[115, 116, 121, 265] is usually accompanied by single or correlated phasonic flips.
Only close to the triple point, perfect quasicrystals without phasonic flips may
grow [115]. Similarly, tilings obtained from construction rules can be excitation-
free [36] or dominated by phasonic flips [156]. It might also be interesting to study
the positional order in substrate-induced quasicrystals as obtained in experiments
[380, 381], simulations [247] or theoretical studies [344, 369].
Even though our simulations did not reveal a pentahedratic phase, we cannot rule
out the possibility to find a melting transition according to the KTHNY theory
with an intermediate phase in systems with other quasicrystalline symmetries or
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structures induced by different pair potentials [102, 113–115, 374, 414]. Further-
more, one might determine the phase transition with different methods like density
functional theory or phase field crystal models for quasicrystals [110, 111, 113, 117],
or for anisotropic particles that support quasicrystalline order [119–121, 415].



Chapter 8

Mode analysis in hyperspace

In the previous Chapters we presented methods to generate colloidal quasicrys-
talline structures by means of external light fields or internal interactions. As al-
ready introduced in Subsection 2.3.5 further methods exist to construct quasicrys-
talline tilings, e.g. matching rules, substitution rules or the projection method.
In this Chapter we make use of the latter method, i.e. we construct quasicrystals
as projections or sections of structures that are periodic in a higher-dimensional
space (hyperspace) [36]. In hyperspace, phasons correspond to displacements per-
pendicular to the physical space. Local inversions, equivalent to an embedding into
the hyperspace have been applied before to quasicrystals forming in metal alloys.
This permits distinguishing random tilings from low-defect quasicrystals [416], and
identification of domains with uniform phasonic offsets [417, 418]. Reconstructions
of phason strain distributions are used to observe phasonic relaxation processes in
the bulk [419] and at the growth front [379] of metallic quasicrystals.
In the following we present our studies of two-dimensional colloidal decagonal qua-
sicrystals obtained from hyperspace, and analyze phononic and phasonic modes
in intrinsic colloidal quasicrystals by reconstructing their structure in hyperspace
(Section 8.1). A conclusion is given in Section 8.2.
The Chapter contains an accepted manuscript version of our article [B]. Repro-
duced with permission. Authors’ contributions are given in the List of publications.

8.1 Detection of phonon and phason modes in in-

trinsic colloidal quasicrystals by reconstruct-

ing their structure in hyperspace

In this Section we present a detailed discussion of the embedding procedure in
the context of intrinsic colloidal quasicrystals. Both the phononic and phasonic
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static displacements are investigated in Brownian dynamics simulations. In partic-
ular, we synthesize ideal quasicrystals and quasicrystals with defined non-uniform
phasonic strains and study their dynamics during annealing at finite temperature.
Particles interact by an isotropic double-well pair potential of Lennard-Jones–
Gauss type [28, 29]. Since the detection of dislocations, e.g. by analyzing the first
order peaks of the structure factor [142, 247, 332] has been studied before, we
here focus on systems at low temperatures, where the formation of dislocations
is suppressed. However, local rearrangements of particles also known as phasonic
flips do occur, and we show that they correlate with phononic displacement fields.
We find that finite phononic strain is pinned by phasonic excitations, even after
cooling down to zero temperature.
We first present the methods, i.e. we describe the synthesis of quasicrystals by the
section method, we specify phonons and phasons in hyperspace and discuss their
analysis, and we describe our Brownian dynamics simulations. Afterwards, the
results are presented. We determine the number of phasonic flips that result from
a synthetic phason, analyze a synthetic phason in order to test our method, and
explore how thermally excited phasonic flips and phononic modes can be extracted
from an intrinsic colloidal quasicrystal. Finally, the dynamics of synthetically ex-
cited phasons is studied.

8.1.1 Quasicrystal synthesis by section method

Quasicrystals may be constructed as projections or sections of higher-dimensional
crystals [36]. Conversely, embedding the physical space into hyperspace naturally
restores the symmetry between phonons and phasons as hyperspace excitations on
an equal footing. In the following we consider for concreteness a two-dimensional
decagonal quasicrystal that is derived from the five-dimensional integer lattice.
Our technique naturally adapts to quasicrystals of other symmetry and dimen-
sionality.
In order to construct the decagonal quasicrystal, we employ the Penrose basis vec-
tors pi that are also known from the Penrose tiling [420]. Two of these vectors,
(p1)j = cos(2jπ/5) and (p2)j = sin(2jπ/5) for j = 0 · · · 4, are chosen to span
the physical space. Orthogonal to p1 and p2, the two-dimensional complementary
space is spanned by (p3)j = cos(4jπ/5) and (p4)j = sin(4jπ/5). Note that the
Penrose basis vectors are similar to the wave vectors Gj (see equation (4.5) in
Section 4.2). The fifth basis vector, (p5)j = 1, corresponds to the body diagonal of
the hypercubic lattice. Projections along p5 do not lead to new degrees of freedom
because p5 is commensurate with the hyperlattice. Hence, p5 will not play an
important role in our analysis. The length of the physical-space projection of a
primitive hypercubic lattice vector is a‖ := (5/2)−1/2, and corresponds to the long
length scale in the quasicrystal. The short length scale is given by a‖/τ where
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τ = (
√

5 + 1)/2 is the golden ratio (see Subsection 2.3.3).
In order to construct the two-dimensional quasicrystal, only particles are con-
sidered that are within a so-called acceptance domain. For the decagonal case,
we choose an acceptance domain of decagonal shape in the p3,4-plane with a cir-
cumradius of a‖/3, and infinite extent in p5-direction. The acceptance domain is
attached to each lattice point of the five-dimensional integer lattice such that the
whole structure is periodic. The resulting decagonal quasicrystal is similar to laser-
induced quasicrystals [7, 126, 129, 334], because the decagonal acceptance domain
does closely resemble the equipotential surfaces of the laser field potential energy
(circles in the p3,4-plane). The polygonal truncation of the acceptance domain
corresponds to enforcing a minimal-distance criterion between two neighbouring
particles in physical space. This relationship between projected and laser-induced
quasicrystals was discussed by Jagannathan and Duneau for the case of octagonal
structures [136].
In simulations, we employ finite periodic approximants to the aperiodic quasicrys-
tal: The irrational Penrose vectors are approximated such that the physical-space
box is spanned by multiples of lattice vectors of the hyperlattice, i.e. the mod-
ified Penrose vectors satisfy (Lxp1)j = mj and (Lyp2)j = nj, where mj and nj
are integers for all j (see also Subsection 3.4.4). Unless otherwise noted, in our
examples we will use a system with m1 = 13 and n1 = 21 (Lx/Ly ≈ 1.90251). The
excitation-free approximant in this simulation box consists of N = 1686 particles.
A larger system, with m1 = 8 and n1 = 55 (N = 2728, Lx/Ly ≈ 0.44867), is used
in Subsection 8.1.7.

8.1.2 Phonons and phasons

The hyperlattice can be subject to spatially non-uniform displacements. If the
displacements associated with an excitation occur in the direction of physical space,
such modes are called phonons, and phasons otherwise (see also Subsection 2.3.5.2).
In periodic approximants, all modes can be decomposed into discrete modes that
are the harmonics of the simulation box, such as displayed in Figure 8.1. In the
following, we also refer to modes by their Miller index (hx, hy), by their wave vector
k = (2πhx/Lx, 2πhy/Ly) or by the corresponding wavelength λ = 2π/|k|.
Each mode carries a polarization consisting of two phononic (u1,2 along p1,2) and
two phasonic (w1,2 along p3,4) components. The modes are subsumed into a four-
dimensional displacement field (u1, u2, w1, w2). For each hyperlattice point, the
acceptance domain is shifted by the local value of this field, figuratively stretching
(phononic) and buckling (phasonic components) the physical plane. While phonon
modes displace particles in the physical space directions, phason modes shift the
cut plane in a complementary-space direction. A phasonic excitation (see bold
dashed line in Figure 8.2) alters the pattern of hits and misses between the cut
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plane and the acceptance domain. The physical expression is the insertion or
deletion of particles. In the case of small phasonic gradients, a deletion is typically
associated with an insertion at another nearby position (colored squares in Figure
8.2). In the physical-space view, this gives the impression of a particle jumping.
Such phasonic flips occur along well-defined displacement vectors which can be
derived from the hyperspace geometry. The orientational discreteness of those
physical-space motion vectors reflects in the small number of ten possible jump
directions (i.e. colors) in Figure 8.1. In this rather extreme example, about one in
four particles undergoes a flip as a result of the phasonic excitation.

p3

p4+x−x

+y

−y

Figure 8.1: A synthetic plane-wave phason in real space (main figure). The dis-
played phason is a (1, 0) mode, i.e. its wave vector is k = (2π/Lx, 0). Its polar-
ization lies in w1 direction, and the amplitude is 0.19a‖. The main figure presents
particles in the physical space, with the colored dots representing flipped particles.
The colors indicate the jump direction as given in the key at top left, which is also
used in the other Figures in this Section. At the crests of the harmonic wave, flip
rates are highest. The inset on the top right shows the original acceptance domain
(inner decagon) within the complementary space; particles that underwent a pha-
sonic flip are colored identical to the physical-space picture and are identified by
lying outside the original decagon.

8.1.3 Reconstruction of hyperspace embedding

In this Section we discuss the analysis of phonons and phasons in a quasicrystal
by reconstructing its embedding into hyperspace. In addition to the analysis of
phonons, which can be straightforwardly carried out in physical space, this will
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Figure 8.2: Illustration of the synthetic phason wave of Figure 8.1 in an image
with one direction of the physical space and one direction of the complementary
space. The horizontal direction corresponds to the x-direction of the physical space
(in which the phason wave vector k lies), and the vertical direction denotes the
w1-direction in complementary space of the phason polarization. Colored squares
again mark flipped particles, with the same color code as in Figure 8.1. The
shaded area gives the projection of the envelope of the acceptance domain of
the quasicrystal without phasonic distortion, the thin dotted curves describe the
domain as modulated by the phasonic wave (overlaid as a bold dashed curve). The
bold blue curve is the result of the phason reconstruction algorithm described in
Subsection 8.1.3.

give indications about the phasonic distortions underlying the observed flip pat-
terns.
Basically, the reconstruction is achieved by reversing the projection procedure
described in the previous Section. For any two-dimensional particle configura-
tion derived from a decagonal quasicrystal with known origin, one can construct
an embedding into hyperspace as explained in the following. First, each parti-
cle i of the test pattern is embedded into five-dimensional space at the location
Ri = xi p1 + yi p2 parameterized by its physical-space coordinates (xi, yi).
The particle i is then assigned to the hyperlattice site Li closest to its position. In
order to eliminate the trivial p5 component from the embedding, we project the
five-dimensional integer lattice onto a subspace orthogonal to p5. The hyperspace
points that are assigned to a lattice point Li correspond to a four-dimensional
Voronoi cell around that point. The residual parts of coordinates Ri − Li carry,
separated into the physical and complementary directions, the information about
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phononic (u) and phasonic (w) displacements, respectively. In this way, we are
able to reconstruct four-dimensional occupations from two-dimensional informa-
tion, as long as deviations from an ideal embedded crystal are small compared
to the extent of the acceptance domain, or rather the extension of the four-
dimensional Voronoi cell.
In effect, we assign each physical particle to a point in hyperspace. The phononic
offset is fully recovered, and all the residuals ui indeed collapse to the origin if no
phonons are present. The phasonic residuals w fall into the acceptance domain
in complementary space, and fill it densely in the infinite-system limit. Displays
of the residual phasonic coordinates along p3 and p4 are given as insets of Figure
8.1 and the systems in Subsections 8.1.5, 8.1.6, 8.1.7 and 8.1.8 with the central
decagonal domain containing all particles which have not been flipped (black dots).
In the hyperspace picture, a phasonic flip corresponds to an assignment of a par-
ticle to an adjacent lattice site, so that its complementary-space coordinates lie
outside the acceptance domain of the original lattice site (colored squares in inset
of Figure 8.1). Conversely, the physical directions of the embedding contain the
phononic part of particle motions between an idealized template and the analyzed
structure. This decoupling between phononic and phasonic movements effectively
separates the two modes of hyperspace displacement. We exploit this to identify
phasonic flips.
We now proceed to describe our analysis method for the system as a whole, to
extract amplitudes of collective phononic and phasonic excitations. We apply the
downhill simplex optimization algorithm [421] to determine the amplitudes of a
set of modes which have been chosen in advance. Our choice are plane waves with
amplitudes and polarizations given by u and w for the phononic and phasonic part
of the distortion space, respectively. In order to avoid mixing amplitude-type and
phase-type variables, we use as orthogonal basis the harmonic functions cos(k ·r),
sin(k · r).
The reconstruction of a phononic displacement field by embedding it into the hy-
perspace is lossless. Therefore, we may extract the field directly by applying the
downhill simplex optimization to an energy functional that is proportional to the
sum of phononic misfits (excluding jumped particles).
In contrast, the reconstruction of phason modes uses a more sophisticated energy
functional: Given the current parameter set, a trial system is constructed by the
method described in Subsection 8.1.2. Its particle placements are evaluated with
penalties for false predictions. With the goal of an approximative recovery of ther-
mal systems in mind, we design the energy functional to be a continuous function
of the distortion amplitudes. Rather than a hard binary hit-or-miss criterion, we
choose the error function, as a function of distance from the edge of the acceptance
domain, to penalize badly-placed particles. The downhill simplex algorithm now
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minimizes the difference in distribution of particles between the probed system
and trial configurations. During the optimization run, the sigmoid width of the
error function is reduced, starting from a value of 0.03a‖, reduced step-wise by an
overall factor of two.
The result of these two schemes is a quantitative interpretation of how the real-
space distortions and phasonic jumps can be understood by deformations of the
physical plane within its embedding into hyperspace.

8.1.4 Brownian dynamics simulations

We study thermally activated phononic and phasonic excitations in colloidal qua-
sicrystals by employing Brownian dynamics simulations as described in Section
3.1. The particles in our system interact through the Lennard-Jones–Gauss po-
tential VLJG(r) [28, 29] with the parameters rG = 1.52, εG = 1.8 and σ2 = 0.02
favoring local decagonal symmetry and supporting quasicrystalline structures [29]
(see Subsection 3.4.1).
We determine the unit distance rLJ = 0.6554a‖ as the length scale of the pair
potential such that – in accordance with the barostat used in references [29, 91] –
a pressure-free system at T = 0 is achieved. Note there is a substantial detuning
of the Lennard-Jones minimum relative to the pair distances of the actual system,
in contrast to the near-perfect match of the Gauss minimum.
We obtain initial positions of the particles from the projection method using a
periodic approximant. The systems are heated up and held at a constant temper-
ature for t = 10 τB, so that thermal equilibrium is reached. We remain well below
the melting temperature TM = 0.56 ± 0.02 from [29]. Prior to analysis, systems
are instantaneously quenched: We continue the Brownian dynamics simulation at
T = 0 for a duration of t = 5τB to allow the particles to find the equilibrium
positions in their local environment, i.e. to freeze out phononic thermal noise.

8.1.5 Phason amplitudes and numbers of phasonic flips

We first determine the number of phasonic flips which are introduced by a pha-
sonic excitation with respect to the reference state. The phasonic excitation is
constructed by choosing a set of mutually orthogonal harmonics with respect to
the box size. To each individual mode k, a random amplitude vector w(k) and a
random phase are assigned. We quantify the total magnitude of the excitation W
by the sum of the absolute values of the amplitudes of the individual modes, i.e.
W =

∑
k |w(k)|.

Figure 8.3 (left) displays the phasonic flip fraction, i.e. the number of flipped par-
ticles divided by the total number of particles, as a function of the total amplitude
W of the phasonic excitation.



192 Chapter 8. Mode analysis in hyperspace

0.01

0.1

0.01 0.1 0.4−1 0.3−1 0.2−1

10

100

F
li
p
fr
a
ct
io
n

Phason amplitudes W/a‖

1 mode

35 modes

F
li
p
s

Inv. BD temperature T−1

Figure 8.3: Left: Fraction of flipped particles in systems with a single or multiple
synthetic phasons dependent on the total amplitude W . The dotted line shows the
slope of a linear relation. Right: Flip fractions after a Brownian dynamics anneal-
ing as a function of inverse temperature. The data scatter around an Arrhenius
fit (green line).

We find that the flip fraction increases linearly with the total amplitude and there-
fore with the amplitude of phasonic strain. Under the premise that all particle
jumps in a given configuration are caused by phasonic excitations, this relationship
could be used to estimate the total phasonic amplitude from the number of flips.
Surprisingly, the number of wave vectors in the mode set seems to be insignificant,
i.e. it is irrelevant if the total amplitude is contained in a single harmonic or in
arbitrarily many modes.
Figure 8.3 (right) displays the flip fraction found after annealing by using Brown-
ian dynamics simulations of duration t = 10 τB as a function of the inverse tem-
perature. The flip fraction exhibits Arrhenius behavior ∝ exp(−∆E/kBT ) with
∆E ≈ 1.43ε0 and is compatible with a thermal activation of phasonic waves.

8.1.6 Recovery of known phasons from flip pattern

In this Section we test the reliability of recovering a single, known phasonic ex-
citation from a flip pattern that was constructed using the method described in
Subsection 8.1.2. An example of such a system is given in Figure 8.1. We now
apply the optimization algorithm of Subsection 8.1.3, restricted to the known pha-
sonic wave vector. As can be seen in Figure 8.2, the recovery result (blue bold
line) agrees well with the original phason wave (black dashed line). The top panel
of Figure 8.4 displays where particles were flipped (black squares) due to the syn-
thesized phason. In addition, we show where the best-fit reconstructed phason
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wave predicts the deletion (blue circle) and insertion (red) of particles. In 94.0 %
of the created and 94.7 % of the deleted particle positions, the fit agrees with the
synthetic test system, hence the majority of flips has been correctly interpreted.
False predictions usually occur if particles in hyperspace are close to the border of
the acceptance domain (indicated by a lighter color in the top pane of Figure 8.4).
Part of these discrepancies are due to the deliberate smoothening of the energy
functional that we use for optimization.

+w1−w1

+w2

−w2

Figure 8.4: Applying the phason fit method to recover the flip configuration from
the the synthetic phason shown in Figures 8.1 and 8.2. Bottom: Recovered phason
wave where the w1-displacement is given by the color code. Black squares are
flipped particles. Top: Magnification of the marked rectangle. Phasonic flips in
the test pattern are denoted by black squares, with the jump vector attached
to it. Particles disappearing or appearing due to the recovered phasonic field
are indicated by blue and red circles, respectively. Point colors are lightened if
embedded phasonic coordinates lie close to the border of the acceptance domain.

The quality of recovery of synthetic phasons depends on the wavelength of the
phason. As Figure 8.5 demonstrates, the recovery improves with the wavelength
of the phasonic wave. The spatial resolution of a phason mode is limited by
the typical distance between particles, making short-wavelength phasons less well-
defined. Phasons with wavelengths λ > 10 a‖ are discovered with good accuracy.
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Figure 8.5: Recovery of a single-mode synthetic phason via our fit procedure de-
pending on its wavelength λ. The recovered fraction of phason amplitude (or-
dinate) and mismatch in phase and polarization (color scale) are reasonable for
long-wavelength modes, and decline when the wavelength gets closer to the inter-
particle length scale a‖. The absolute value |w| of the phason amplitude that we
try to recover is encoded into point size, ranging 0.03 < |w|/a‖ < 0.11. Its influ-
ence is minor, only accounting for a slightly increased variance in amplitude and
polarization recovery for low amplitudes.

8.1.7 Creation of excitations by annealing

We now explore what kind of excitations occur due to thermal fluctuations and
how we can analyze them. We use excitation-free quasicrystals as starting configu-
rations of Brownian dynamics simulations at constant temperature T . Noticeable
numbers of phasonic flips start to occur above T = 0.2 (compare with right-hand
panel of Figure 8.3). The vast majority of these flips persist when the system is
quenched to T = 0 for analysis. These phasonic flips support, even at T = 0, a
static phononic displacement field. Below T = 0.35, we find that the phonon field
is typically dominated by a transversal (1,0) mode aligned with the long dimen-
sion of the simulation box. Figure 8.6 illustrates this effect: After annealing for
t = 10 τB at T = 0.3 the final configuration differs by 82 phasonic flips from the
initial configuration. The flips enable a phononic strain field that does not level
out at T = 0.

We now use our optimization procedure to extract the amplitudes of the six
longest-wavelength modes (λ > 13a‖). For the system shown in Figure 8.6,
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Figure 8.6: Top: Quasicrystal in physical space, annealed by Brownian dynamics
simulations at temperature T = 0.3. Phononic displacements are encoded into
point sizes with the point area proportional to the displacement distance; flipped
particles are represented by squares. Besides local strain fields around flips, an
almost sinusoidal displacement profile has formed, corresponding to a transversal
(u2-polarized) phonon. The inset denotes the positions in complementary space.
Bottom: u2 displacement and the reconstructed phononic field obtained by opti-
mizing six modes.

we find that the majority of strain lies within the transversal (1, 0) mode with
amplitude u2(1, 0) = 0.053a‖, while the other modes vanish within fit accuracy
(|u(k)| < 10−2 × u2(1, 0)). The best-fit results are consistent between successive
runs of the optimization with different random initial parameters. A system with
a larger number of particles is shown in Figure 8.7. In this case, a different approx-
imant is used (see Subsection 8.1.1), and the quasicrystal is rotated by 90 degrees
with respect to the long dimension of the box. Again, a transversal phonon mode
dominates the displacement field, but in this larger system, it is accompanied by
additional long-wavelength harmonics.
Next, we want to interpret flips as manifestation of a continuous phasonic dis-
placement field. Again, we consider the system of Figure 8.6. In the optimization
procedure, we use the same modes as for the phonon fit, but with phasonic po-
larizations. In the bottom pane of Figure 8.8, we display the best-fit phasonic
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Figure 8.7: Top: Quasicrystal annealed by Brownian dynamics, T = 0.3, larger
system than in Figure 8.6 and with a different approximant, which rotates the
orientation by π/2 (x- and y-directions swapped for depiction purposes; color code
stays identical to Figure 8.1 with respect to the visible box orientation). A fit to
the phononic displacements with the six longest-wavelength harmonic waves has
been conducted. Bottom: The transversal phononic displacement u1. It is overlaid
with the u1 component of the fit phonon field (bold line), evaluated along the line
in the top image.

displacement field within these modes. No mode clearly dominates the phason
field. The total amplitude amounts to W = 0.059(14) a‖, with the largest con-
tribution coming from a (2, 0) mode with |w(2, 0)| = 0.019(5) a‖ and elliptical
polarization. When we interpret the density of flips in the annealed system in the
context of Subsection 8.1.5, we expect the summed phason amplitude at about
0.045a‖, which is in reasonable agreement with the value of W determined in this
section by the optimization method.
The phason fit is less reliable than the phonon fit. For different initial parame-
ters, the phason fit yields parameter sets which vary within a standard deviation
of about 30 %. Furthermore, the top pane of Figure 8.8 demonstrates that the
optimization performs worse when predicting the phasonic flips in the Brownian
dynamics simulations than for synthetic phasons. Overall, 32 % of the created and
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34 % of the deleted particles agree between the annealed configuration and the
recovered phasonic field. Note that wrong predictions are concentrated on parti-
cles close to the boundary of the acceptance domain (light colored circles) while
flips of particles well within the acceptance domain are usually described correctly
(intense colored circles).
The fraction of correctly characterized flips in principle could be increased by in-
cluding phason modes with shorter wavelength into the optimization process. On
the other hand, with an increasing number of parameters, the deviations of the
final parameters for different initializations would further increase. Inherently,
long-wavelength harmonics can only account for flip events that occur coherently
though the whole system. Hence the optimization systematically ignores strongly
localized flip patterns, e.g. driven by thermal fluctuations. Nevertheless, with our
choice of mode selection, we are able to extract the smooth part of the phasonic
field, at the cost of ignoring localized effects.

+w1−w1

+w2

−w2

Figure 8.8: Phason recovery for a system annealed at T = 0.3, presentation iden-
tical to Figure 8.4. Bottom: phasonic displacement field (intensity proportional
to magnitude of displacement) as the result of the multi-mode fit process, flipped
particles as black squares. Top: observations of Brownian dynamics flips (black)
and those in the fit (red, blue).

In a continuum picture, phononic and phasonic strain fields are expected to be
coupled [9]. In principle, one could conclude from this that a continuous phasonic
strain field (evidenced by frozen-in phasonic flips) might give rise to the observed
static phononic distortions. Our analysis does not reveal any strong correlation
between the observed phonon modes and the dominant phasonic modes. However,
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as shown above, a large fraction of observed phasonic flips cannot be accounted
for without shorter wavelength phasons. In this limit, a continuum description of
the quasicrystal might not be appropriate, such that the phonon/phason coupling
is not observed on the atomic scale.

8.1.8 Dynamics of synthetic phasons during annealing

Phasonic strain usually is not relaxed at zero temperature: in order to flip a par-
ticle one has to cross an energy barrier. However, thermal fluctuations can in
principle enable the system to overcome energy barriers and level out phasonic
strain. Therefore, we study the relaxation of synthetic phasonic strain fields dur-
ing Brownian dynamics annealing.
We start with a synthetic single-mode phason and track the relaxation of its am-
plitude over Brownian dynamics simulation time. Its amplitude may relax, and
its phase and polarization may drift with respect to the original phason. One
test system exhibits a (1, 0) mode corresponding to a wavelength of 40.0 a‖ and a
phasonic amplitude of 0.19 a‖. A second system has a (2, 3) mode, i.e. a shorter
wavelength of 6.6 a‖ and an amplitude of 0.105 a‖. The relaxation of both systems
is studied at two temperatures, T = 0.2 and T = 0.3. We take periodic snapshots
and fit a phasonic wave to each. The amplitude of the recovered phasons is shown
in Figure 8.9 as a function of time. As shown by the color code, drifts of the phase
and changes of the polarization stay small during our simulation.
For the temperatures considered, the magnitude of the (1, 0) mode shows no indi-
cations of relaxation in the presence of thermal noise. Some phase or polarization
misfit is determined from the beginning of the simulation, but it stays constant
during the simulation. With its shorter wavelength, the (2, 3) mode behaves dif-
ferently: Initially, a fast, relaxation-like process reduces the amplitude. Then, the
amplitude stabilizes at a saturation level which is lower for higher temperatures.
Our results may be rationalized considering the fact that, at the same amplitudes,
the phasonic strain becomes more localized for shorter wavelengths, which might
be conductive to relaxation. The saturation indicates that depending on the tem-
perature there is a certain amount of phasonic stress that can prevail in the system.
In other words, the phasonic stress associated with the saturation amplitudes is
not large enough to initiate correlated phasonic flips that would be necessary to
further relax the system.

8.2 Conclusion

We have examined phononic and phasonic excitations of two-dimensional decago-
nal quasicrystals. Our approach combines the synthesis of quasicrystalline pat-
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Figure 8.9: Systems with given synthetic phasonic waves are exposed to annealing
by Brownian dynamics simulations. As a function of time, the particle configu-
rations at different times are fitted to recover phason amplitude. The sum of a
possible phase shift or change of polarization with respect to the original phason
is given by the color code (identical to Figure 8.5). Phasonic waves with very long
wavelengths stay stable within the simulation time, whereas shorter-wavelength
phasons tend to balance out. The higher the temperature, the faster the ampli-
tude decays.

terns, analysis of physical-space location information, and interpretation of exci-
tations in terms of harmonic modes. This can be applied to all quasicrystalline
systems of which the ideal structure can be obtained by a projection or section
from higher-dimensional space. We quantify spatially non-uniform deviations of
the hyperspace embedding in terms of their phononic (stretching) and phasonic
(buckling) fields.
The problem of reconstructing the distortion fields from the physical-space co-
ordinates is underdetermined. Nevertheless, our method succeeds in recovering
phononic and phasonic distortion fields, especially in the long-wavelength limit.
Moreover, we apply this method to probe the excitations which develop in qua-
sicrystals through annealing with Brownian dynamics simulations. Phononic fits,
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based on a low-harmonic Fourier ansatz, describe residual strains in thermal sys-
tems well. As for phasonic strains, however, the same modes are insufficient to ex-
plain all phasonic flips. Hence, for the colloidal system considered, high-frequency
phasonic strains corresponding to localized thermal excitations must be assumed
as well.
For synthetic phasonic waves, subject to prolonged thermalization, amplitude re-
covery reveals either stability or decay as a function of time, depending on the
gradient of phasonic strain and temperature. Relaxation of phasonic gradients has
previously been observed in phason field reconstructions of metallic alloys [419].
We demonstrate that similar processes occur in intrinsic colloidal quasicrystals.
In addition, we find a significant degree of temperature-dependent phasonic noise,
which is not captured by long-wavelength harmonics.
We are confident that our method, in combination with the known tools for the
detection of dislocations [142, 247, 332], is useful to analyze quasicrystals. Qua-
sicrystals, even when free of dislocations, may contain residual deviations from the
ideal structure. For example, a dislocation-free quasicrystal grown from a seed
might be far from perfect due to built-in local phasonic rearrangements [115]. For
another example, namely intrinsic colloidal quasicrystals obtained by Brownian
dynamics simulations with perfect initial structures, we have shown in this Chap-
ter that phasonic excitations and as a consequence finite phononic displacement
fields even occur at zero temperature. Using our method, we are able to detect
and quantify this type of imperfections.



Chapter 9

Conclusions

The aim of this thesis was to gain a deeper understanding of quasicrystals and
their properties, in particular the dynamics that result from the phasonic degrees
of freedom. For that purpose we employed different numerical techniques to model
colloidal quasicrystals in two dimensions. Colloidal systems allowed to get access
to important and interesting features of quasicrystals that usually cannot be stud-
ied in corresponding atomic systems.

One presented approach was generating quasicrystalline order by means of interfer-
ing laser beams (Chapter 4). We found a method to obtain discrete typical tilings
from continuous interference patterns. By locating colloids inside specific minima
in the corresponding potential landscapes of decagonal, octagonal and dodecagonal
light fields we received a Tuebingen tiling, an Ammann-Beenker tiling and a shield
tiling. The setup resembles atoms on quasicrystalline substrates. Based on the
discrete tilings important dynamical properties of quasicrystals were examined.
For that purpose specific phasonic displacements were included by manipulating
the phases of the laser beams accordingly. With the help of characteristic areas we
found particles that easily flip and particles that are hardly affected by phasonic
perturbations. In principle, one could even analyze the thermally fluctuating pha-
sonic displacements in intrinsic quasicrystals by comparing them to laser fields.
Furthermore, the colloidal dynamics in light-induced quasicrystals were investi-
gated in the presence of phasonic drifts. Using the example of tetradecagonal qua-
sicrystals with rank D = 6 we demonstrated that the method to predict colloidal
trajectories in quasicrystals with rank D = 4 as presented in previous publications
[11, 12] can further be extended to structures with higher rank. We predicted new
and interesting trajectories of the colloids. The complexity of the paths was shown
to rise in quasicrystals with rank D = 6 and is expected to increase even more in
structures with more phasonic degrees of freedom.

Aside from the generation of quasicrystals by means of external fields, it was illus-
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trated that appropriate internal interactions between colloids can lead to fascinat-
ing self-assembly processes of quasicrystals (Chapters 5, 6, 7). For that purpose we
applied different simulation techniques and interaction potentials and investigated
the arising structures and their properties.
In Monte Carlo simulations with an anisotropic pair potential we modeled patchy
colloids with attractive regions at the surfaces (Chapter 5). While in previous
studies [119, 120] dodecagonal quasicrystals were stabilized in systems of colloids
with five patches, we here modeled eight and ten symmetrically arranged patches
and found various interesting phases dependent on the patch widths. In case of
narrow patch widths metastable octagonal and decagonal quasicrystals built for
the first time in systems of patchy colloids. Phasonic flips contributed to the
formation. The results are remarkable since even though only one length scale
was supported by the potential minimum, the second length was induced by the
anisotropic term. Our findings especially contribute to the understanding of the
formation of quasicrystals in metallic alloys since narrow patch widths model the
sharp binding angles between atoms.
Furthermore, by using Brownian dynamics simulations with an isotropic Lennard-
Jones–Gauss potential supporting typical length scales as present in decagonal
quasicrystals we employed a novel method to model the growth out of vapor by
sequentially depositing particles at a free surface (Chapter 6). It was shown that
different fractions of quasicrystalline and hexagonal elements grow dependent on
the temperature and sedimentation rate. For appropriate parameters unexpect-
edly nicely grown quasicrystals were identified. We examined phasonic flips that
contributed to a nearly defect-free growth which has already been observed in
metallic quasicrystals [379]. Our studies of the growth process were extended to
isotropic and anisotropic interactions that support dodecagonal order. A compar-
ison revealed that for both interactions structures with clear dodecagonal symme-
try grow for appropriate parameters. Similar results are expected for the growth
process of quasicrystals with different symmetries. However, the simulation of
structures with more than two length scales is still challenging.
Finally, phase transitions in quasicrystals were investigated on the example of
structures with decagonal order (Chapter 7). For that purpose we implemented
the Lennard-Jones–Gauss potential in event-chain Monte Carlo simulations for the
first time. The event-chain Monte Carlo method allowed to sample equilibrium
configurations of large systems efficiently. It was illustrated that the potential
induces a surprisingly rich phase diagram for various densities and temperatures.
The phase behavior with coexistences between quasicrystal and gas at low den-
sities and respectively quasicrystal and triangular phase at increased densities
is completely different from what is known from the phase behavior of periodic
crystals. Remarkably, even in the solid the positional order was found to be short-
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ranged due to excited phasonic degrees of freedom. In an appropriate temperature
regime a first-order solid-liquid phase transition was found which did not comply
with theoretical predictions of a two-step melting via an intermediate phase [388].
However, we do not rule out the possibility of finding a two-step melting, e.g. at
another point in the phase diagram or in other quasicrystalline systems with dif-
ferent interactions or different symmetries.

At last, in a rather technical approach the projection of an ordered structure in hy-
perspace onto a two-dimensional physical space provided decagonal quasicrystals
(Chapter 8). The great advantage of this method is the possibility of systemati-
cally inserting and conversely detecting phason modes in quasicrystals. In Brow-
nian dynamics simulations we annealed the quasicrystals in physical space. By
embedding the structures in hyperspace phasonic excitations and finite phononic
displacements were found that remarkably remained even at zero temperature.
Generally, the method can be applied to all structures of which the perfect struc-
ture can be obtained in hyperspace.

All in all, many properties of quasicrystals were found to be significantly different
from the properties of periodic crystals. Studying the dynamical features disclosed
particles that were stable and other ones that were unstable against phasonic per-
turbations. In the presence of phasonic drifts new complex trajectories of particles
were demonstrated. Investigations of colloids with internal interactions revealed
further important novel insights. Fascinating self-assembly processes of quasicrys-
tals were observed, e.g. in systems of patchy colloids that built metastable octago-
nal and decagonal quasicrystals. The positional order of decagonal quasicrystals
was unexpectedly found to be short-ranged even in the solid and a first-order tran-
sition to liquid was identified. The growth turned out to be essentially dependent
on thermodynamic parameters as well as phasonic flips. Finally, remarkable pha-
sonic and phononic excitations were discovered in hyperspace.
On the one hand, our results contribute to a better understanding of the order
and dynamics of soft-matter quasicrystals. On the other hand, our approach can
also serve as model for quasicrystals on other length scales. Thus, our findings are
important not only for the colloidal physics community, but also for other fields
in physics, chemistry or material science.
In principle, at least some of the colloidal quasicrystals that we synthesized in
our simulations can be realized experimentally. In particular, the presented light-
induced quasicrystals have already successfully been implemented in experiments
[7, 129, 130, 334]. We expect that our results advance further experimental re-
search, e.g. the realization of specific phasonic rearrangements. Furthermore, re-
garding patchy particles there are different experimental fabrication methods [351].
We are confident that our work contributes to the progress of the creation of patchy
colloids that lead to targeted structures. In future research our results could even
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help to realize patchy particles that stabilize quasicrystals. Due to the principal
experimental feasibility of our model systems this work provides a basis for novel
applications, e.g. in the field of photonics or electronics.
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Abstract
Quasicrystals are structures that are not periodic but possess a long-range
positional order. They can have any rotational symmetry including those
that are forbidden in periodic crystals. The symmetry is classified by the
point group and the rank D. In quasicrystals, phasons as additional hydrody-
namic modes cause correlated rearrangements of the particles. The number
of phasonic degrees of freedom depends on the rank. For colloidal quasicrys-
tals that are induced by laser fields, specific phasonic displacements can be
realized by changing the phases of the laser beams in a well-determined way.
The arising trajectories of colloids in two-dimensional light-induced colloidal
quasicrystals with rank D = 4 have already been analyzed in detail. Here,
we analyze the colloidal trajectories in two-dimensional quasicrystals with
14-fold symmetry having rank D = 6. We observe complex paths of the
colloids consisting of straight and winding lines as well as jumps.

Author’s contribution and appearance in this thesis
Article [A] is based on results of my master thesis [343]. I performed most of
the analytic calculations and the numerical analysis and did the presentation
of the data. M. Sandbrink and M. Schmiedeberg supervised the project. All
authors were involved in the preparation of the manuscript and have read
and approved the final manuscript.
In Section 4.4 of this thesis, the article is reproduced with permission. Slight
changes to the formatting are carried out in order to fit the style of the thesis.
The conclusion of article [A] is adopted in Section 4.5.
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Abstract
Phasons are additional degrees of freedom which occur in quasicrystals along-
side the phonons known from conventional periodic crystals. The rearrange-
ments of particles that are associated with a phason mode are hard to inter-
pret in physical space. We reconstruct the quasicrystal structure by an em-
bedding into extended higher-dimensional space, where phasons correspond
to displacements perpendicular to the physical space. In dislocation-free
decagonal colloidal quasicrystals annealed with Brownian dynamics simu-
lations, we identify thermal phonon and phason modes. Finite phononic
strain is pinned by phasonic excitations even after cooling down to zero tem-
perature. For the phasonic displacements underlying the flip pattern, the
reconstruction method gives an approximation within the limits of a multi-
mode harmonic ansatz, and points to fundamental limitations of a harmonic
picture for phasonic excitations in intrinsic colloidal quasicrystals.

Author’s contribution and appearance in this thesis
Article [B] results from a cooperation between J. Hielscher, me, M. Schmiede-
berg and S. C. Kapfer. J. Hielscher did the synthesis of quasicrystals, the
analysis and the graphical presentation of the data, while I did the Brownian
dynamics simulations. All authors wrote the manuscript together.
In this thesis, article [B] provides the basis of Chapter 8. The article is re-
produced with permission with slight changes in order to fit the style of the
thesis.
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Abstract
The growth of quasicrystals, i.e. structures with long-range positional order
but no periodic translational symmetry, is more complex than the growth
of periodic crystals. By employing Brownian dynamics simulations in two
dimensions for colloidal particles that interact according to an isotropic pair
potential with two incommensurate lengths, we study the growth of qua-
sicrystalline structures by sequentially depositing particles at their surface.
We quantify the occurrence of quasicrystalline order as a function of the tem-
perature and the rate of added particles. In addition, we explore the defects
like local triangular order or gaps within the quasicrystalline structure. Fur-
thermore, we analyze the shapes of the surfaces in grown structures which
tend to build straight lines along the symmetry axes of the quasicrystal.
Finally, we identify phasonic flips which are rearrangements of the particles
due to additional degrees of freedom. The number of phasonic flips decreases
with the distance to the surface.

Author’s contribution and appearance in this thesis
Article [C] results from a project by me and M. Schmiedeberg. The numer-
ical simulations and the graphical presentations of the data provided in this
article have been done by me. Both authors were involved in the analysis
of the data and preparation of the manuscript. Both authors have read and
approved the final manuscript.
Section 6.1 in this thesis is based on an accepted manuscript version of ar-
ticle [C]. The article is reproduced with permission with slight changes in
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as the conclusion in Section 6.3 are combined from the introductions and
conclusions of articles [C] and [D].
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Abstract
We explore the growth of colloidal quasicrystals with dodecagonal symmetry
in two dimensions by employing Brownian dynamics simulations. On the
one hand, we study the growth behavior of structures obtained in a system
of particles that interact according to an isotropic pair potential with two
typical length scales. On the other hand, we consider patchy colloids that
possess only one typical interaction length scale but prefer given binding
angles. In case of the isotropic particles, we show that an imbalance in the
competition between the two distances might lead to defects with wrong
nearest neighbor distances in the resulting structure. In contrast, during the
growth of quasicrystals with patchy colloids such defects do not occur due
to the lack of a second interaction length scale. However, as a downside,
the diffusion of patchy particles along a surface typically is slower such that
domains occur where the particles possess different phononic and phasonic
offsets. Our results are important to understand how soft-matter quasicrys-
tals can be grown as perfectly as possible and to obtain a deeper insight into
the mechanisms of the growth of quasicrystals in general.

Author’s contribution and appearance in this thesis
Article [D] results from a cooperation between A. Gemeinhardt, me and M.
Schmiedeberg. A. Gemeinhardt and me contributed equally to the manu-
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interactions. Both of us were involved in the graphical presentation of the
data. All authors were involved in the evaluation and analysis of the data,
in the preparation of the manuscript, and have read and approved the final
manuscript.
Article [D] gives the fundament of Section 6.2. The article is adopted with
kind permission with slight changes in order to fit the style of the thesis.
The introduction of Chapter 6 as well as the conclusion in Section 6.3 are
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Abstract
We explore the behavior of two-dimensional patchy colloidal particles with
8 or 10 symmetrically arranged patches by employing Monte Carlo simula-
tions. The particles interact according to an isotropic pair potential that
possesses only one typical length. The patches lead to additional attractions
that are anisotropic and depend on the relative orientation of two neighbor-
ing particles. We investigate the assembled structures with a special interest
in quasicrystals. We found that the patch width is of great importance: Only
in case of narrow patch widths we are able to observe metastable octagonal
and decagonal quasicrystals, while dodecagonal quasicrystals can also occur
for broad patches. These results are important to understand the role of
interactions with preferred binding angles in order to obtain quasicrystals.
Our findings suggest that in case of sharp binding angles, as they occur in
metallic alloys, octagonal and decagonal symmetries might be observed more
often than in systems with less sharp binding angles as it is the case in soft-
matter systems where dodecagonal quasicrystals dominate.

Author’s contribution and appearance in this thesis
Article [E] is the result of a cooperation between A. Gemeinhardt, me and
M. Schmiedeberg. In the framework of her master thesis [328], A. Gemein-
hardt performed the simulations to obtain the diagrams dependent on the
patch width and calculated the average energies. I obtained the protocol to
receive decagonal quasicrystals from random initial configurations as well as
structures with different supported lengths. Both of us were involved in the
graphical presentation of the data. Partly based on the master thesis of A.
Gemeinhardt [328], the manuscript was written by me and M. Schmiedeberg.
All authors approved the final version of the manuscript.
Article [E] gives the basis of Sections 5.2 and 5.3, as well as the last paragraph
of Section 5.1. The article is adopted with permission with slight changes in
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Abstract
We investigate particles in two-dimensional quasicrystalline interference pat-
terns and present a method to determine for each particle at which phasonic
displacement a phasonic flip occurs. By mapping all particles into character-
istic areas of reduced phononic and phasonic displacements, we identify the
particles that are close to edges of these areas and can easily flip. In con-
trast, the particles in the center are hardly affected by phasonic fluctuations.
Our results are important e.g. for light-induced colloidal structures or cold
atomic gases in laser traps. In addition, our approach can help to predict
how thermal fluctuations induce phasonic flips in intrinsic quasicrystals with
structures close to interference patterns.

Author’s contribution and appearance in this thesis
Article [F] is a manuscript by me and M. Schmiedeberg which is accepted
for publication. The numerical calculations and data analysis presented in
the article were performed by me. The results for decagonal structures are
based on findings of my master thesis [343]. The results for octagonal and
dodecagonal structures are new. Both authors were involved in the prepara-
tion of the manuscript and have read and approved the final manuscript.
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of the article is adopted in Section 4.5. The graphics as present in this thesis
were designed by me and slightly changed by M. Schmiedeberg in order to
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Abstract
In event-chain Monte Carlo simulations we model colloidal particles in two
dimensions that interact according to an isotropic short-ranged pair potential
which supports the two typical length scales present in decagonal quasicrys-
tals. We investigate the assembled structures as we vary the density and
temperature. Our special interest is related to the transition from quasicrys-
tal to liquid. In contrast to the KTHNY melting theory for quasicrystals
which predicts an intermediate pentahedratic phase, we find a one-step first-
order melting transition. However, we discover that the slow relaxation of
phasonic flips, i.e. rearrangements of the particles due to additional degrees
of freedom in quasicrystals, changes the positional correlation functions such
that structures with long-range orientational correlations but exponentially
decaying positional correlations are observed.

Author’s contribution and appearance in this thesis
Article [G] results from a cooperation between me, J. Hielscher, S. C. Kapfer
and M. Schmiedeberg. The event-chain Monte Carlo simulation was pro-
vided by S. C. Kapfer. I performed the numerical simulations and did the
graphical presentations. All authors were involved in the analysis of the data.
Most parts of the manuscript were written by me. All authors approved the
final version of the manuscript.
Article [G] provides the fundament of Chapter 7. The manuscript is repro-
duced with permission with little additions and slight changes in order to fit
the style of the thesis.
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Abstract
We introduce a novel simulation method that is designed to explore fluctua-
tions of the phasonic degrees of freedom in decagonal colloidal quasicrystals.
Specifically, we attain and characterize thermal equilibrium of the phason
ensemble via Monte Carlo simulations with particle motions restricted to
elementary phasonic flips. We find that, at any temperature, the random
tiling ensemble is strongly preferred over the minimum phason-strain qua-
sicrystal. Phasonic flips are the dominant carriers of diffusive mass transport
in physical space. Subdiffusive transients suggest cooperative flip behavior
on short time scales. In complementary space, particle mobility is geomet-
rically restricted to a thin ring around the acceptance domain, resulting in
self-confinement and persistent phasonic order.

Author’s contribution and appearance in this thesis
Article [H] is the result of a cooperation between J. Hielscher, me, M.
Schmiedeberg and S. C. Kapfer. J. Hielscher performed the numerical simu-
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eine angenehme Arbeitsatmosphäre gesorgt haben. Danke außerdem an alle, die
auch neben der Arbeit für eine lustige Zeit gesorgt haben. Insbesondere möchte ich
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