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1 INTRODUCTION

1 Introduction

Ionic liquids are a novel class of materials defined as molten salts being in the liquid

state of matter below temperatures of 100 ◦C. They comprise of weakly interacting

cations and anions, yielding a highly polar liquid [1]. Compared to conventional,

single-atom ions such as sodium and chloride in everyday rock salt, the components

of an ionic liquid are considerably bulky, charged molecules. While it seemed that

the ability of ions to form an ionic liquid is a rare trait, a whole range of new ma-

terials was discovered in the last decades. Hereby, the choice of ions influences the

structure of the liquid, which in turn determines its chemical and physical properties.

Through combining suitable cations and anions, a tailored ionic liquid optimized for

a specific application may be obtained [2], which is only one of many reasons why

ionic liquids are of particular interest for current chemical research and industries.

Hereby, room temperature ionic liquids are considered to be particularly promising

due to their application potential [3].

The first desirable property is that ionic liquids can serve as a reaction medium free of

protons, water or oxygen [4], acting as a solvent for organic, organometallic, and in-

organic materials [5]. This enables a broad variety of chemical reactions [1, 6], yield-

ing similar or improved functionality compared to conventional organic solvents [7].

Albeit being slightly sensitive to moisture through absorption, ionic liquids possess

more desirable properties relating to chemical reactions: They bear a broad temper-

ature range in which they are in a liquid state of matter, may exhibit several types

of acidity, are inexpensive and may be readily obtained [8]. Their generally negli-

gible vapour pressure allows for usage in high-vacuum systems and eased distillative

separation of reaction products from the ionic liquid [6]. Consequently, both the

ionic liquid as solvent and the catalyst may be reused multiple times, contributing

to environmentally protective “green syntheses” practises.

In addition to ionic liquids functioning as solvents, these mixtures possess a broad

electrical potential range in which neither reduction nor oxidization occurs, the so-

called electrochemical window [9]. Together with general physical properties of high

ionic conductivities, low viscosities [10] and a broad feasible temperature range [3],

ionic liquids may be employed as electrolytes in batteries [11] as well as photoelec-

trical and electrochemical devices [12, 13]. Ionic liquids are further non-flammable,

non-toxic and non-aggressive to metals [3], which would enhance the safety of po-

tential products and scope of usage. Just to give some examples demonstrating the
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1 INTRODUCTION

versatility of these materials in terms of potential applications, ionic liquids may be

employed in solar cells [14], fuel cells [15], batteries [16, 17], sensors [18] or electro-

actuators for artificial muscles [19].

In order to utilize the outstanding properties of these materials, ionic liquids are

often required to be in the vicinity to interfaces. electrolyte-electrode systems, ions

of the opposite charge called counter-ions, assemble close to the interface and orient

in the electric field, due to electrostatic interactions. In this way, electrical double

layers are formed, which were first described by Helmholtz [20, 21] as fixed layers.

Guoy and Chapman later extended the model by taking into account that particles

immersed in a thermal environment are subject to Brownian motion, leading to a de-

scription incorporating diffusivity of ions [22]. However, neither description suffices

to describe the complex nature of ionic liquids [23]. They are dominated by strong,

long-range Coulomb interactions, which is why they are also referred to as dense

room temperature ionic plasma or Coulombic fluids [24] and – most interestingly

– all ionic liquids form layered or chequerboard structures in the vicinity of planar

electrodes [25]. At neutral interfaces, such as ionic liquids close to a hydroxylated

sapphire slab, hydrogen bonds between ions and the solid govern the interfacial

structuring. This behaviour lead to the development of a new subclass of materials,

such as supported ionic liquid phase (SILP) [26] and solid catalysts with ionic liquid

layer (SCILL) [27] materials, enabling novel heterogeneous catalysis processes [28].

When looking closely at such a system in steady state, it is found that single ions

exhibit Brownian motion, while the overall density distribution does not change

with time. Those random movements are the foundation for diffusive behaviour,

which itself relates to relevant physical quantities for applications such as viscosity.

Computing diffusivities requires the precise spatial and temporal tracking of mul-

tiple ions. To achieve this in silico, the simulation technique of molecular dynamics

has proven to adequately generate trajectories of ionic liquids[29] and also in cases

where they are subject to interactions with interfaces [30].

There is consensus in the ionic liquid community, that a deep understanding of the

surface and interface ordering of ionic liquids is crucial, in particular for future ap-

plications where electric layers plays a role [23, 28]. Motivated by this need for more

basic research in this field, my thesis aims to contribute to the understanding of

lateral self-diffusion in ionic liquids at solid–liquid and liquid–vacuum interfaces.

4



1 INTRODUCTION

It is structured as follows: Firstly, the computational simulation technique of mo-

lecular dynamics will be addressed, followed by a review of conventional isotropic

diffusion in bulk systems and anisotropic diffusion typically found in confined sys-

tems. Secondly, four systems will be introduced, namely reference systems of pure

water and pure ionic liquid for method validation as well as vacuum–liquid–vacuum

(VLV) and a solid–liquid–vacuum (SLV) systems. Thirdly, the trajectory processing

methods and algorithms for the computation of diffusion coefficients and residence

times will be outlined. And lastly, the resulting computed quantities for lateral

diffusion, with reference to the x-y planes of systems, are presented and discussed.
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2 THEORY

2 Theory

2.1 Molecular Dynamics Simulations

Molecular dynamics (MD) simulations are a powerful computational tool, able to

treat diverse sets of problems, ranging from protein folding in biology to interactions

at charged surfaces in physics. Based on classical mechanics, the core principle of

MD is solving Newton’s equations of motion numerically. As a result, positions and

velocities of the involved point particles can be computed for discrete time steps.

And this is exactly where the power of MD lies: For every particle in the system,

locations are known for every single time step, meaning that the evolution of a sys-

tem can be fully comprehended. Computationally, this can be done efficiently by

assuming all molecules being in their ground state, reducing atoms to point masses

or even to “united atoms” in case of aliphatic carbon–hydrogen groups, for instance,

and lastly applying the Born-Oppenheimer approximation [31].

However, the most important numerical concept here is describing the potential en-

ergy landscape for each particle using an effective interaction potential, a force field.

It consists of multiple contributions, which can be separated into two groups, bonded

interactions and non-bonded interactions [31]. The most prominent bonded interac-

tion covers covalent bonds using a harmonic or Morse potential. If these interactions

are particularly stiff, they may be fixed by implementing them as constrained bond

lengths [31].

In contrast, non-bonded, short-range Pauli repulsions and long-ranged van der Waals

attractions depend on the distance from one atom to another. They can be modelled

using Lennard-Jones potentials, and are usually considered up to a certain cut-off

radius around each atom. Charged contributions may be treated using Coulomb

potentials. Considering polarizable molecules is computationally more expensive,

which is why only one charge per atom is assumed in so-called fixed-charge force

fields.

Most importantly, atomic interactions deterministically rely on the combination of

these forces. As a consequence, choosing right parameters for a selected field is

crucial for predicting physically correct particle behaviour. With the help of exper-

iments, the parameters can be determined empirically. One may need to consider

different kinds of force fields, for example in the case of cations and anions in ionic

liquids. If two or more force fields encounter, for instance at solid–liquid interfaces,

one must combine those fields according to specific rules. There are various such
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2 THEORY 2.2 Brownian Motion and Isotropic Diffusion

combining rules known, such as geometric [32] or Lorentz-Berthelot [30] rules, and

their choice might as well impact the outcome of an MD simulation. With these

methods, one is now able to simulate the kinematic behaviour of particles in a

thermal bath, which is described in the following section.

2.2 Brownian Motion and Isotropic Diffusion

At microscopic scales, motions of particles are – in contrast to objects in our macro-

scopic world – strongly influenced by thermal fluctuations. Their order of magnitude

relates to the mean kinetic energy of a particle in three dimensions, being 3/2 kBT ,

where kB is the Boltzmann constant and T the temperature. As a consequence,

any particle exhibiting directed motion gets highly distorted by random kicks from

neighbouring particles in the same thermal bath. It ends up executing a random

walk eventually, which is, notably, valid for particles of any size in general [33]. This

effect was observed experimentally for pollen particles in water by Scottish botanist

Robert Brown in 1827 [34]. Accordingly, particles subject to such thermally in-

duced random walk were named Brownian particles, and their kinematic behaviour

Brownian motion.

In this context, the spread of one or more Brownian particles into its surrounding

substance due to thermal fluctuations is defined as diffusion [35]. From this mi-

croscopical perspective, diffusive behaviour indeed originates from random walks of

individual particles [36, 37]. Nevertheless, it should be mentioned that diffusion may

be derived phenomenologically using concentration gradients from a macroscopic

point of view. For the equilibrated systems investigated in this thesis, however, no

major changes in concentration are observed, and therefore one needs to speak of

diffusion in a microscopic sense. Brownian motion of particles making up a liquid

themselves leads in this regime to self-diffusion of those particles. For this reason,

when speaking about diffusion in the following, actually self-diffusion is meant.

Let us now model a Brownian particle with velocity v as part of a liquid, in order

to determine its thermally induced random transport properties. The particle with

mass m is modelled by forming an equation of motion, incorporating a random force

ξ(t), dependent on time t, as well as a friction force with friction coefficient γ, giving
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2 THEORY 2.2 Brownian Motion and Isotropic Diffusion

the Langevin equation

m
dv(t)

dt
= −γv(t) + ξ(t) . (1)

The random force contributions amount to zero when averaged over time, and there

are no correlations between arbitrary times t and t′. It can be shown [38], that the

Langevin equation mathematically equals a Fokker-Planck equation

∂p(r, t)

∂t
= ∇ · (−b(r) p(r, t) + ∇ · [D(r, t) p(r, t)] ) . (2)

Here, p(r, t) is the transition probability density dependent on a random variable,

which is in this case its spatial coordinate r = (x, y, z)ᵀ, and time t. The initial

condition p(r, 0) = ρ0(r) is assumed, where ρ0(r) is any initial probability density

function [38]. The equation further includes b(r) as space-dependent drift vector,

causing a shift of the probability density, and D(r, t) as diffusion tensor with entries

D(r, t) =

Dxx Dxy Dxz

Dyx Dyy Dyz

Dzx Dzy Dzz

 . (3)

This tensor has in the most general case both spatial and temporal dependencies.

Diagonal entries correspond to independent diffusion in the directions given by the

chosen coordinate system, while non-diagonal entries represent correlations of dif-

fusivities in these directions.

Reducing Eq. 2 to one dimension by replacing the diffusion tensor D with a scalar

D, assuming no drift b and constant diffusion, we find the diffusion equation

∂

∂t
p(x, t) = D

∂2

∂x2
p(x, t) , (4)

also known as Fick’s second law. The proportionality constant D shall be called

diffusion coefficient and fully characterizes the thermally induced random transport

in one dimension. Eq. 4 can also be derived macroscopically from the continuity

equation applied to Fick’s phenomenological first law using concentrations instead

of probability distributions [39], or from thermodynamics, as demonstrated by Ein-

stein [33].
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2 THEORY 2.2 Brownian Motion and Isotropic Diffusion

Let us now assume the initial probability density distribution p(x0, t0) of a single

particle is a delta distribution δ(x − x0), and the density vanishes for x → ∞ for

all times. Applying these boundary conditions and setting x0, t0 = 0, one finds the

special solution

p(x, t) =
1√

4πDt
exp

(
− x2

4Dt

)
. (5)

Eq. 5 demonstrates the dynamics of the diffusion equation in one dimension. It can

be visualised as a “melting” Gaussian distribution, with D determining the speed

of this process. As such, the probability to find a particle at its initial location

decreases with progressing time, and the probability to be located at a point far

away from its initial location increases. Therefore, the spatial spread of a single

particle with time is indeed described by a Gaussian function with mean 〈x〉 = 0.

However, the expectation value of 〈x2〉 is not zero. This value can be computed

using the so-called law of the unconscious statistician [40], yielding [33, 39]

〈
x2
〉

=

ˆ ∞
−∞

x2 p(x, t) dx = 2Dt . (6)

This is also known as Einstein’s diffusion relation, stating that the average squared

deviation of a particle’s position is proportional to its displacement time, one of the

key theorems of this thesis.

In this context it must be underlined, that the behaviour of particles strongly de-

pends on the time scale. For small times compared to collision times, a particle

will show ballistic behaviour, as it moves freely. Eventually, it may randomly collide

with other particles and, as a consequence, undergo a random walk. Because of this,

the sought after self-diffusion coefficient is given under the condition t→∞.

Lastly, Eq. 6 can be generalized for d Dimensions [37]. The diffusion coefficient

in homogeneous liquids is therefore given by the expectation value of x2 in three

dimensions, being the mean squared displacement
〈
(∆r)2〉 of N particles using

∆r = (x− x0, y − y0, z − z0)ᵀ, as

D(t) = lim
t→∞

1

d

〈
(∆r)2〉

N

2t
. (7)

Let us now consider an inhomogeneous system with a varying density profile. Try-

ing to apply Eq. 7 in order to compute D for a strictly confined region of interest,

for instance close to an interface, one ends up in a dilemma. The mean squared
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2 THEORY 2.2 Brownian Motion and Isotropic Diffusion

displacement (MSD) will show linear behaviour only for long enough times. But

then, particles may leave the region of interest and sample other regions, as schem-

atically shown in Fig. 1a, yielding varying contributions to the MSD in dependence

of their position. Therefore, a mere average for D over all considered regions can be

obtained, but no precise value for the region of interest [32].

In this situation, one could restrain particle movements by introducing artificial, or

virtual, absorbing boundaries. This would confine particles to specific regions. Once

they crossed a boundary and left the region of interest, they would not contribute

any more to this region. However, restraining particle movements implies curtailing

the tails of probability density distributions which may lie in adjacent regions. This

can be visualised as losing a vital part of the Gaussian distribution described in

Eq. 5 at boundary positions, as sketched in Fig. 1b. As a result, particles with a

large spatial deviation are neglected, and hence one systematically underestimates

D. Note that the maximum value of the MSD in the direction being confined is

then necessarily given by the squared width of the confined region.

On top of these considerations, Einstein’s diffusion law does not hold generally

for systems with non-uniform density distributions. The anisotropic Smoluchowski

equation is required in this case, which will be presented in the following paragraph.

(a) 2D projection of a sample trajectory of an
ion, leaving the blue region of interest tem-
porarily. For a consistent MSD computation,
however, the particle is required to stay long
enough in the region of interest.

(b) 1D conditional probability density of a
particle in the first region close to the inter-
face in z direction, according to Eq. 5, the Ein-
steinian diffusion equation. If the blue region
of interest is constrained using an absorbing
boundary condition, the hatched part laying
in the adjacent region will never be realised by
the particle, and the perpendicular diffusion
coefficient is underestimated.

Figure 1: Sketched issues arising from the MSD computation in artificially and non-artificially
confined spaces, which may show differing densities ρ.
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2 THEORY 2.3 Anisotropic Diffusion

2.3 Anisotropic Diffusion

In contrast to a pure liquid, particles constituting a liquid in the vicinity of vacuum

or a solid, the system is not isotropic any more as previously. The translational

symmetry, which is present in a bulk system, is broken in that case. Hence, the

diffusion coefficient depends on the coordinate, and needs to be described by an

anisotropic diffusion tensor D (see Eq. 3) with non-diagonal elements [32]. Particle

movements may be influenced by varying local densities resulting from interfacial

interactions, which is why in general D depends on the position r. To describe the

spatial spread of a probability distribution in such a system with time, one requires

the anisotropic Smoluchowski equation

∂

∂t
p (r, t|r0, t0) = ∇D [∇+ β (∇W (z))] p (r, t|r0, t0) , (8)

a modified version of Eq. 2, the Fokker-Planck equation [32]. Here, p (r, t|r0, t0)

describes the conditional probability distribution function to find a particle at time

t at position r0, under the condition that its initial position was r0 at time t0. The

density profile ρ(z) = ρ0 exp(−βW (z)) is assumed to be axially symmetric around

the z axis, with β = (kBT )−1 and W (z) as potential of mean force. Taking into

account that D is diagonal, Eq. 8 can be decomposed. This results in Eq. 4 with

Dxx and Dyy coefficients for x and y components. However, one may not conclude

trivially Einstein’s diffusion law to hold.

Following the argumentation of Liu et al. [32], Eq. 8 can be simplified by manually

introducing virtual slabs in the system along the density gradient in z direction.

Only if particles stay continuously from time t to t+ ∆t within a virtual slab {a, b},
they contribute to the mean squared displacement for a specific slab. If the number

of particles within each slab does not vary strongly with time, corresponding to

the system being in a steady state, it can be shown that Eq. 7, Einstein’s diffusion

law, suffices indeed to compute diffusion coefficients within slabs in directions not

confined by boundaries [32]. This is for example true for a simulation using peri-

odic boundary conditions in lateral directions, which is one feature of the systems

investigated in this thesis. In the coming section, those systems will be presented

together with utilized materials.
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3 Materials and Systems

The ionic liquid studied consists of [C2Mim]+ cations (1-ethyl-3-methylimidazolium)

and [NTf2]– anions (bis(trifluoromethylsulfonyl)imide). This ionic mixture is known

as archetypical model system [30] and has shown desirable physical and chemical

properties such as low vapor pressure, high thermal stability, good conductivity and

a wide electrochemical window [41], as motivated in Sec. 1. Thus it is a relevant can-

didate for future industrial applications [42, 43, 44, 45, 46]. In particular, its good

solubility of carbon dioxide [47] as well as its application as solvent for the synthesis

of ZnO nanoparticles [48] has to be pointed out due to its possible contribution to

“green”, environmentally friendly chemistry. The chemical structure of the utilized

ions is given in Fig. 2. In terms of molecular size, the dimensions are roughly 0.7 nm

x 0.3 nm x 0.4 nm for cations and 0.7 nm x 0.4 nm x 0.4 nm for anions, as measured

on optimized structures in VMD [49], a molecular visualization programme.

(a) [C2Mim]+ cation [50] (b) [NTf2]– anion [51]

Figure 2: Chemical structures of ions comprising the ionic liquid studied.

In total, four different systems have been studied. Two pure systems with uniform

density distributions, consisting of 1,000 water molecules respectively 1,000 ions of

each species, were used as references and are shown in Fig. 3. No natural boundar-

ies are embodied here, and particles may move without constraints due to periodic

boundary conditions in all directions. The pure systems serve to verify theory as

well as computational methods by comparing diffusion coefficients obtained in these

systems with literature values.

To investigate systems with non-uniform density distributions, firstly ionic liquid in

the vicinity of vacuum with 1,400 ions of each species is studied, depicted in Fig. 4a.

Periodic boundaries are applied in all directions in such a way that the liquid is

isotropic in x and y directions, but anisotropic in z direction where the liquid forms

12



3 MATERIALS AND SYSTEMS

(a) Pure water system. The depicted water molecules reflect
their molecular structure, defined by a central oxygen atom
(red) and two angled hydrogen atoms (white).

(b) Pure ionic liquid system. [C2Mim]+ cations are drawn in
red and [NTf2]– anions in blue.

Figure 3: Orthographic representations of the pure water and pure ionic liquid system using the
licorice drawing method.
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3 MATERIALS AND SYSTEMS

(a) VLV system with unfolded
periodic boundaries.

(b) SLV system incorporating a solid, hydroxylated sapphire slab, a slab of ionic liquid, as well as a vast vacuum
region. Sapphire is drawn in yellow and orange colours, while green coloured hydroxyl groups are located on top of
its surface.

Figure 4: Orthographic representations of the inhomogeneous density systems, vacuum–ionic
liquid–vacuum and solid–ionic liquid– vacuum, using the licorice drawing method. [C2Mim]+

cations are coloured red and [NTf2]– anions blue. Scale bars are given to indicate the varying
system dimensions.
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3 MATERIALS AND SYSTEMS

two interfaces with vacuum.

The main case of interest, a solid–liquid–vacuum system, is sketched in Fig. 4b. It

comprises a solid sapphire (Al2O3) slab with dimensions 7.57 nm x 6.29 nm x 2.12 nm

as well as a fully hydroxylated (0001) x-y surface. In vicinity to it, 1,800 ion pairs

were set in a monoclinic simulation box. The hydroxylation implies prevailing neg-

ative partial charges located at the oxygen atoms in the hydroxyl groups, which

enables hydrogen bonds. For x and y directions, there are periodic boundary condi-

tions, while in z direction movements are naturally restricted by the solid slab and

a vast vacuum region respectively. Simulation details can be found in appendix A.1.
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4 Methods

4.1 Introducing Virtual Absorbing Boundaries

In an equilibrated, homogeneous bulk system, one would expect the diffusion coef-

ficient D to be constant with time and space, and the density would be distributed

uniformly. On the contrary, in inhomogeneous systems with non-uniform density

distributions and additional interactions in the vicinity of interfaces, the behaviour

of D depends non-trivially on the spatial coordinates.

For cations and anions, different diffusive behaviour must be expected in general for

each species due to their different nature. Hence, they must be considered separ-

ately in our computations. Furthermore, not every atom of an ion or molecule needs

to be tracked to determine its MSD in a certain time interval, but the centre of

mass movement suffices. Through analysing these centre of mass movements within

regions of interest or slabs, discretized MSD values can be obtained, which was set

forth in Sec. 2.3. In order to define those regions, it is instructive to look at the

density profiles of given systems which are plotted in Fig. 5.

For the bulk systems, density distributions are uniform besides minor, random peaks

which may not vanish in bulk regions due to statistical fluctuations. Because of that,

slicing may be applied in a uniform way and the z direction is chosen arbitrarily

as slicing direction. This results in a certain number of equidistant slabs shown in

Fig. 5a–b, in which mean squared displacements are computed. In isotropic bulk

systems, the MSD and therefore the diffusion coefficient should not depend on any

direction and one would expect the condition Dxx = Dyy = Dzz to hold. Owing

to slicing in z direction however, the Dzz = D⊥ component will have to be treated

with care as it is confined by virtual boundaries, especially in thinly sliced systems,

leading to issues explained in Sec. 2.2. For this reason, the MSD in z direction will

be recorded separately from the lateral MSD in the x-y plane.

In VLV and SLV systems, non-uniform density distributions are observed, with sig-

nificant density changes in z direction close to the interfaces. The VLV system

shown in Fig. 5c–d reveals an abundance of cations and a shortage of anions close to

the vacuum. In the bulk region of the system, the density is approximately constant

with only minor fluctuations also seen in the full bulk system.

Fig. 5e–f shows the density distribution of the SLV system along the z coordin-
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4 METHODS 4.1 Introducing Virtual Absorbing Boundaries
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(a) Bulk Ionic Liquid Cations
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(b) Bulk Ionic Liquid Anions
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(c) VLV Cations
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(d) VLV Anions
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(e) SLV Cations
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(f) SLV Anions

Figure 5: Number densities of each ion species for the pure ionic liquid system, the VLV system
and the SLV system. Virtual slab boundaries are plotted with vertical lines. For the pure ionic
liquid system an arbitrary number of 20 equidistant slabs is plotted. In sub-figures e and f, the
dashed grey line marks the end of the sapphire slab.
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4 METHODS 4.2 Mean Squared Displacement Computation

ate. Here, close to the solid, both cations and anions have higher abundances, with

cations being extraordinarily pronounced. It is followed by a pattern of clearly fluc-

tuating densities, where maxima of cation density at one position are matched quite

precisely with minima of anion density and vice versa. This behaviour is evident

from the combined density plot for both ion species with higher resolution in Fig. 6.

The larger the distance of the liquid from the solid, the lower the peaks become

and a vast bulk region is approached. The system has at the other end a vacuum

interface, where the same density distributions for cations and anions as in the VLV

system can be observed. The latter findings make computing D‖(z) particularly

interesting for VLV and SLV systems, and slicing them in z direction will yield the

desired regions of interest. Studying the density profiles, each major peak could

correspond to about one specific molecular layer of ions, and it seems reasonable

to study diffusion within these molecular layers. Assuming that one layer is fully

characterized by each peak, one may slice the system according to the positions

just between two peaks, the minima lying in between them, which can be easily

found mathematically. Once the density fluctuations have faded and indistinguish-

able from statistical fluctuations, two equidistant slabs are introduced in order to

validate bulk properties of those regions, until peaks in the region close to the va-

cuum interfaces appear. There, slicing according to density minima is applied as

before. Lastly, when thinking about symmetries in our systems of interest, VLV and

SLV systems are both axially symmetric in z direction, taking periodic boundary

conditions into account. As a consequence, similarly to the pure system we state

Dxx = Dyy = D‖ and treat the x and y direction as equal and separate from the

MSD computation in z direction.

4.2 Mean Squared Displacement Computation

Having applied appropriate slicing to the system, it is now possible to compute dif-

fusion coefficients with a z resolution dependent on individual slab widths. To do

so, particles in each slab are tracked until they leave the slab, while recording their

mean squared displacement during a given time interval. Information is extracted

from centre of mass trajectories using an custom algorithm and described in the

following paragraph. Graphical guidance through the code is provided by the flow-

chart in Fig. 7.
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(a) Pure ionic liquid system
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(b) VLV system
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(c) SLV system

Figure 6: Number densities of each ion species, revealing the alternating density extrema between
anions and cations. Compared to Fig. 5, these plots were generated with a higher resolution and
an averaging procedure.
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4 METHODS 4.2 Mean Squared Displacement Computation

Firstly, a reference frame at time t0 is set. The computation of spatial displace-

ments for MSD calculation will refer to coordinates of particles (x0,y0,z0) in this

frame. Moreover, all particles are allocated to one specific reference virtual slab

or bin, dependent on their location within the system. This is done by comparing

their z coordinates with the bin boundaries. For bulk systems, periodic boundary

conditions in z direction are treated accordingly to ensure proper binning.

Secondly, the subsequent frame at t = t0 + tstep is investigated, where tstep may be

the smallest time step recorded in the trajectory or in principle any multiple of it.

Then, all particles undergo a binning process again based on their new coordinates

(x,y,z) at time t. If a change of bin occurred, which is equal to crossing a virtual

absorbing boundary, the particle shall not contribute to the MSD in its original bin

any more, as it left its specified region of interest. Hence, it will not be considered

any more in this reference frame iteration. If a particle stayed in the same bin, its

MSD is computed as (x−x0)2, for the x direction, to obtain the MSD for ∆t := t−t0.

Coordinates y and z are treated in the same way. The MSD computed thereby con-

tributes to the sum of all particles in this bin, for this specific displacement time ∆t.

By simultaneously incrementing the number of sum contributions N(bnr,∆t), the

average MSD per bin number bnr and displacement time may be computed later

on.

Thereafter, a frame step t := t+tstep is conducted and the latter iteration – checking

whether a particle stayed in its bin and, if true, computing its MSD – is repeated

over and over again for frame times t0 +n · tstep, until a set endpoint tend is reached.

Shifting the current frame may also be terminated when or all particles have left

their initial bin.

Then, the reference frame is moved by a certain step, and one sets t0 := t0 + tstep

for instance. From this point on, the above algorithm is performed again until an

endpoint or the end of the trajectory is reached for the reference frame. This pro-

cedure adds time averages to the ensemble averages, gained by considering multiple

centres of masses. Reference frames may be statistically dependent without inducing

altering statistical properties as the systems studied may assumed to be ergodic.

Lastly, dividing the MSD sums by the number of sum contributions gives absolute

MSD values 〈x2〉 (bnr,∆t) – for every coordinate x, y and z. The bin number bnr

stands for the centre z position between two successive z bin boundary positions.
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4 METHODS 4.2 Mean Squared Displacement Computation

Figure 7: Simplified flow chart for the computation of mean squared displacements from particle
trajectories. tini is the chosen initial time frame from where the trajectory analysis starts, until
the last recorded frame is reached. The time that defines the reference frame in the outer loop
is t0, while t is used for current frames in the inner loop. Two consecutive recorded frames in
the trajectory differ by the smallest recorded time step tstep. The cumulative MSD, ΣMSD, and
the number of sum contributions N are realised with multi-dimensional array structures, storing
each quantity per bin number and displacement time ∆t := t − t0. Consult Sec. 4.2 for more
information. The result of the algorithm is visualised, for instance, in Fig. 8 for the pure water
system.
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4 METHODS 4.2 Mean Squared Displacement Computation

By plotting computed MSDs over their associated displacement times, one would

expect linear growth as predicted by Eq. 7 over a suitable range characterizing the

diffusive regime. By fitting a linear function to an appropriate time interval, dif-

fusion coefficients D(z,∆t) are obtained as slopes, one for each direction and bin.

Choosing fitting intervals is not trivial, however, since time scales matter for diffus-

ive behaviour as explained in Sec. 2.2. Hence, the result strongly depends on the

choice of this interval [52].

More information on preprocessing procedures for trajectory analysis, such as com-

putations of centres of mass or number densities, can be found in appendix A.1.
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5 RESULTS

5 Results

In this section, the outcomes of applying the MSD methodology from Sec. 4.2 will be

presented and discussed step by step. Recall, that the goal of the MSD algorithm

is firstly to compute meaningful diffusion coefficients D‖ parallel to virtual slabs,

where periodic boundary conditions are given. Secondly, this should demonstrate

the failure of this method in constrained directions, here along the z axis, revealing

corrupted diffusion coefficients D⊥.

The notation D(n) shall mean the diffusion coefficient for a system sliced in n slabs,

and D
(n)

the average diffusion coefficient of all n slabs. An additional index denotes

the value of D for the ith slice in an n slab system as D
(n)
i . In the case of one slab,

D
(1)
i = D

(1)
= D(1) is known trivially.

5.1 Pure Water System

Let us firstly focus on the pure water reference system, where the last 1 ns of a

trajectory with total length 10 ns and a recorded time step of 50 fs were analysed.

The evolutions of MSDs with increasing displacement times are depicted in Fig. 8

for various numbers of introduced bins. It can be seen that for displacement times

smaller than 0.4 ps, MSDs increase quite fast, with constant slopes, implying fast

movements of water molecules at this time scale. The hypothetical short-time diffu-

sion coefficient in the initial regime fitted from 0 ps to 0.4 ps in Fig. 8a is here about

55 % higher than in the long-time regime. In comparison with the characteristic

collision time of water, 1 fs to 10 fs, this suggests that we do not observe a ballistic

regime, but a different phenomenon.

For times larger than 0.4 ps the slope changes towards a lower value until at least 4 ps

for the parallel direction. This is clearly the long-time diffusive regime of interest,

where the MSD grows linearly with displacement time for t → ∞. Therefore, fits

have been applied from 1 ps to 4 ps to compute diffusivities. Relative least squares

fit errors of the slopes ∆FitD‖/D‖ remain below 0.4% for all numbers of introduced

slabs, yielding good fit qualities. An estimate for the standard deviation, resulting

from sampling multiple slabs in a system, is given as [53]

σ‖ =
1

n− 1

n∑
i=1

(
D

(n)
‖,i −D

(n)

‖

)2

. (9)
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(a) One slab with width 3.1 nm.
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(b) Five slabs with widths 0.62 nm.
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(c) Ten slabs with widths 0.31nm.
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(d) Twenty slabs with widthds 0.16nm.

Figure 8: Mean squared displacements in dependence of displacement time in the pure water
system, for various introduced equidistant slab widths. Depicted are results within the first slab
of each system. MSDs computed along lateral, not confined directions show a sufficiently linear
regime even for small slabs.

For n being twenty, ten and five slabs introduced, the relative standard deviations

σ‖/D
(n)

‖ with reference to the average of D in n slabs, amount to about 8 %, 2 %

and 0.5 %, respectively, being relatively small. This confirms bulk behaviour of the

systems, as particle movements are almost independent of the slab, and therefore of

position, for larger slabs. However, the result for twenty slabs indicates that stat-

istical fluctuations of number densities between slabs may impact computational

results in case of thin slabs.

For very large displacement times ∆t compared with the initial regime, the curves

become unstable and seem to evolve randomly. This is true for all numbers of intro-

duced slabs investigated and for both D‖ and D⊥, but can be observed in Fig. 8a–c

only for times larger than 12 ps. This phenomenon is likely due to statistics becom-
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Figure 9: Quickly decaying survival probability for the first slab of the pure water system sliced
into twenty slabs with width 0.16 nm each.

ing worse for ∆t being much larger than the average residence time of a particle in

the slab, as only few particles survive in the slab and contribute to the ensemble

average. Fig. 9 supports this hypothesis, depicting the survival probability of one

particle staying in the same slab for a certain time. For twenty slabs, corresponding

to a slab thickness of 0.16 nm compared with the molecular diameter of water of

about 0.3 nm, the survival probability decreases strongly with time passing. It can

be observed that just after 0.5 ps, more than 50 % of initial particles left the slab on

average and after 6 ps more than 98 % left. No particle survives longer than about

10 ps within this slab. As a result, it is found that with decreasing slice thickness

the average residence time decreases, yielding insufficient statistics for ever lower

displacement times.

Dependent on the number of introduced slabs, there are strong discrepancies in

MSDs for directions parallel and perpendicular to the slicing direction observed. In

case of only one slab, where particle movements are only slightly restricted by two

boundaries in total, slopes are almost equal for both directions (Fig. 8a). Already

with only five introduced slabs (Fig. 8b), the linear regime and the diffusive limit

are barely reached for D⊥. Eventually, for more than five slabs (Fig. 8c–d), fitting

the MSD becomes completely meaningless. The delinearization of the MSD curve

is likely the consequence of a curtailed probability distribution due to introduced

boundaries, as postulated in Sec. 2.2.
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5 RESULTS 5.1 Pure Water System

10-1 100 101

Slab Thickness (nm)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

D
if
fu

si
o
n
 C

o
e
ff

ic
ie

n
t 

(1
0
−

5
 c

m
2
s−

1
)

DLit

D

D

Figure 10: Diffusion coefficients computed as MSDs within virtual slabs, dependent on the number
of introduced slabs in the system, for the bulk water system. In each direction parallel and
perpendicular, the leftmost point corresponds to twenty and the rightmost point to one introduced
virtual slab. Error bars are computed according to Eq. 9. The literature value for the SPC/E
model amounts to DLit = 2.7 · 10−5 cm2s−1 [54].

The evolution of computed diffusion coefficients with decreasing slab thickness is

visualised in Fig. 10. In case of one single slab, parallel and perpendicular coefficients

for only one bin are almost the same, with a relative deviation |D(1)
‖ − D

(1)
⊥ |/D

(1)
⊥

of only 0.8 %. The absolute values are in very good agreement with the literature

value of the diffusion coefficient for bulk water in the SPC/E model found by Smith

and van Gunsteren, DLit = 2.7 · 10−5 cm2s−1 [54]. Note that Berendsen et al., the

creators of the SPC/E parametrization, found a value of 2.5 · 10−5 cm2s−1 [55].

However, the more slabs are introduced, the more movement in z direction is re-

stricted and MSD⊥ systematically drops with respect to MSD‖ , resulting in lower

diffusion coefficients through lower slopes. Interestingly, not only D⊥, but also D‖

decreases with increasing number of introduced slabs. For twenty slabs, the slab

width is only about half the size of the diameter of one water molecule, which could

lead to the situation that some fast particles easily leave their slab and do not con-

tribute to the MSD any more. This could result in a bias, where slow particles are

given a higher weight in the MSD computation, resulting in lower diffusion coeffi-

cients, as observed.

Compared to the literature value, the relative error for water |DLit − D
(20)

‖ | /DLit
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5 RESULTS 5.2 Pure Ionic Liquid System

for twenty slabs amounts to roughly 22% for water. A tolerance of 5 % is not ex-

ceeded, if the number of introduced slabs stays below seven or the slab thickness

remains larger than 0.44 nm, being about 1.5 times the diameter of one water mo-

lecule. These results imply that modifying the slab width arbitrarily impacts the

correct computation of D‖. Therefore, one will have to take this effect carefully

into account, in particular when slicing layered systems according to their density

profiles.

Let us summarize the findings of the MSD method for the bulk water system be-

fore turning to pure ionic liquid results. Firstly, by reproducing the correct value

DLit for both D‖ and D⊥ in case of one slab, the methodology can be considered

as validated. Secondly, the method is not able to compute correct values for D⊥

in systems with more than one slab, as postulated. And thirdly, an increase in the

number of introduced slabs leads to a decrease of D‖, probably due to a bias where

fast particles are not considered in the MSD computation.

5.2 Pure Ionic Liquid System

In analogy to the bulk water system, the last 30 ns of a 100 ns pure ionic liquid tra-

jectory with a recorded time step with 2 ps were analysed, separately for cations and

anions. The MSD behaved in terms of increasing displacement time ∆t qualitatively

the same compared to the pure water results in Fig. 8. An analogous arrangement

of plots is provided in Fig. A.1 in the appendix. For the present system, a fitting

range from 150 ps to 300 ps provided a sufficiently linear regime. Qualitatively, D‖

and D⊥ evolve similarly compared to bulk water with decreasing slab thickness,

while D⊥ decreases here as well with lower slice thickness significantly. Diffusivities

of ions shown in Fig. 11 are by roughly two orders of magnitude lower than those

of water. Comparing lateral and normal values for only one bin, relative deviations

|D(1)
‖ −D

(1)
⊥ |/D

(1)
⊥ amount to 0.3 % for cations and 3 % for anions. Note that there is

a difference between analysing trajectories in one bin with two absorbing boundaries,

which was done here, and tracking particle in “zero” bins, i.e. without any bound-

ary. The slightly lower value for D
(1)
⊥ for anions might be due to the fact that a small

percentage of ions is absorbed to the boundaries, even in the case of a large bin.

Absolute values for D
(1)
‖ are 3.95 · 10-7 cm2s-1 for cations and 2.40 · 10-7 cm2s-1 for an-

ions, which will be used as bulk diffusivity references for the VLV and SLV systems.
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(a) Cations
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Figure 11: Diffusion coefficients for lateral and perpendicular directions in bulk ionic liquid for both
ion species. Error bars were calculated with the same procedure as used for Fig. 10. Experimental
values are 5.9 · 10-7 cm2s-1 for cations and 3.7 · 10-7 cm2s-1 for anions [56].

The value for anions perfectly agrees with the value computed using GROMACS

MSD computation tools [57], but for cations a small difference amounting to 4 %

is found [58]. However, these results pertained to a different analysed trajectory

length.

When comparing the two ion species in terms of diffusivities, it can be seen that

cations show about 64 % higher diffusion coefficients than anions in case of one slab.

Possible reasons for that may be cation–anion attractions, conformational flexibilit-

ies, as well as ion sizes and shapes, which are known to influence diffusivities [10].

Comparing D‖ results for one bin and twenty bins, relative errors |D(20)

‖ −D
(1)
‖ | /D

(1)
‖

are 19 % for cations and 13 % for anions. A reason for that deviation could be the

same as explained for the water system, namely a bias where slow particles are fa-

voured over fast particles as a result of slicing.

Relative deviations from given experimental values |DExp − D(1)
‖ | /DExp in case of

one slab amount to 32 % for cations and 35 % for anions. These values seem quite

high but are still acceptable, as it is known that molecular dynamics simulations

using non-polarizable force fields underestimate ionic liquid diffusivities systematic-

ally [10].

It was reported that ionic liquids require long simulation times of at least 10 ns be-

fore statistically diffusive behaviour could be observed [10]. This is due to ionic

liquids reaching their diffusive limit quite slowly. Therefore, varying trajectory

lengths ranging from 5 ns to 30 ns were analysed and plotted in Fig. 12. Both
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Figure 12: Lateral diffusion coefficients dependent on trajectory lengths for both ion species as
part of bulk ionic liquid. Drawn are sliced systems bearing up to five slices with given slab widths.
Respectively, the last 5 ns to 30 ns of a trajectory with a total length of 100 ns were analysed.

ion species reveal very slight decreases in diffusivities with longer trajectories. Max-

imum relative deviations from the value obtained with a trajectory length of 30 ns,

|D(1)
‖,5ns−D

(1)
‖,30ns| /D

(1)
‖,30ns, are roughly 2 % for cations and 1 % for anions and there-

fore negligible. This result serves as additional validation of the method, as the

same diffusion coefficients were obtained for several trajectory lengths, apart from

statistical fluctuations.

5.3 VLV System

Moving on from the pure ionic liquid bulk system, let us examine D‖ from the last

30 ns of a 100 ns long trajectory of the VLV system with recorded time step 2 ps

before eventually reaching the SLV system.

From the density profiles in Fig. 5c–d it can be seen that the outermost layer is more

strongly occupied by cations. Similar qualitative results were also found by Smoll et

al. [59] studying a similar system with an additional cation [C12Mim]+. It is further

known that the concentration of alkyl chain carbon atoms of [CnMim]+ cations is

higher at the vacuum interface, which implies the alkyl chain is pointing towards

the vacuum [60]. Interestingly, this experimental result has been confirmed by MD

simulations in our group when number density was plotted per atom type [58].

Close to the vacuum interfaces it can be seen in Fig. 13 that diffusion coefficients

are about 62 % higher for cations and about twice as high for anions, compared to
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Figure 13: Parallel diffusion coefficients for the VLV system for cations and anions. The reference
values 3.95 · 10-7 cm2s-1 for cations and 2.40 · 10-7 cm2s-1 for anions are the computed bulk value
within one slab for the pure ionic liquid system, given in Fig. 11.

the bulk value of the liquid in the VLV system, taken as average of the two in-

nermost layers. A higher diffusivity for cations here could be due to the fact that

the outermost cation layer at the vacuum interface only interacts with other ions of

one parallel adjacent anion layer, while in the bulk there are Coulombic attractions

coming from two adjacent layers. Furthermore, less particle collisions reducing ion

velocities are expected at the interface.

In the region between the interfacial cation layer and the bulk, Fig. 5c–d conveys

that cation density already reached bulk density, while the anion density is increased.

This is as well consistent with findings in literature [60]. As far as diffusivities are

concerned, D‖ is slightly higher than the bulk value in the layers adjacent to the

outermost layers for anions, while for cations bulk diffusion is reached, correlating

with density observations. Compared to the pure ionic liquid system, the obtained

bulk value for D‖ in Fig. 13 is here about 11 % lower for cations and 7 % lower for

anions than the value computed with the pure ionic liquid system.

5.4 SLV System

Having studied the pure ionic liquid as well as the VLV arrangement, our target

SLV system comprising a solid–liquid interface and a liquid–vacuum interface will

now be analysed from the solid slab to the vacuum. MSDs were computed from the

last 30 ns of a total trajectory length of 100 ns with recorded time step of 2 ps again.
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5 RESULTS 5.4 SLV System

In vicinity of the hydroxylated sapphire slab, cations and anions show number dens-

ity maxima at the same z coordinates with a difference only in magnitude as plotted

in Fig. 6c. This implies, that no electric double layer is being formed, but a differ-

ent structure. For ionic liquids it was found that double layers are formed if there

are both strong ionic correlations and a preference for one ion species on the inter-

face [61], which is true for charged electrodes, for instance. As the surface does not

bear any charges, but only partial charges in our system, no preference is found to

be given and both cations and anions assemble in the first interfacial layers [30, 58].

Consequently, these layers can be classified as chequerboard-style.

Diffusion coefficients close to the interface are roughly 83 % lower than those meas-
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Figure 14: Parallel diffusion coefficients for the solid–liquid–vacuum system for cations and anions.
The reference value 3.95 · 10-7 cm2s-1 for cations and 2.40 · 10-7 cm2s-1 for anions are the computed
bulk values within one slab for the bulk ionic liquid system, given in Fig. 11.

ured in the bulk phase, for both ion species, as shown in Fig. 14. This is due to

hydrogen bonds between interfacial ions and hydroxyl groups, leading to ion immob-

ilization. Specifically, it was found for this type of system that the imidazolium ring

arranges perpendicular to the surface and forms hydrogen bonds with interfacial

hydrogen atoms, while the alkyl chain is in a parallel position [30]. For the anion,

its oxygen atoms were found to be closest to the surface, forming hydrogen bonds

as well. In total, this leads to locked ions at specific positions and therefore explains

reduced ion transport.

Adjacent to the first layers, alternating density maxima of cations and anions were

found, which asymptotically decrease in magnitude towards a constant bulk value.

A similar phenomenon was found by Brkljača et al. [30] who studied a solid–liquid–
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5 RESULTS 5.4 SLV System

solid system consisting of the same components as investigated here. Those layered,

charge-ordered structures are the result of strong electrostatic interactions [10].

From the interface on, seven regions may be distinguished, until the bulk phase

sets in. The larger the distance to the solid slab, the higher the diffusion coefficient

becomes and a constant bulk value is – correlating to density observations – reached

almost asymptotically. As seen previously in Sec. 5.1 and 5.2, the slab width with

respect to molecular size affects indeed the computation of the MSD and there-

fore impacts the diffusion coefficient. Therefore, the actual value for D‖ might have

to be corrected slightly to a larger value to accommodate for the varying slab widths.

In the bulk phase, slight deviations from the bulk value D
(1)
‖ measured in the pure

liquid system within one slab are observed, as already found in the VLV system. De-

viations of diffusivities in the bulk section closer to the interface, which are slightly

lower than the expected bulk value, could stem from a lasting influence of ionic

layer-forming interactions even into these distant regions. The second bulk section

closer to the vacuum shows a better agreement with D
(1)
‖ .

In contrast to the solid–liquid interface, close to the vacuum region the diffusivity

is about 79 % higher for cations and 130 % for anions compared with bulk in this

system. This is a larger increase compared to the vacuum interface in the VLV

system in Sec. 5.3, as diffusion coefficients close to vacuum in the SLV system are

here about 15 % higher than in the VLV system. In this distant region, the influence

of the solid slab should have vanished. Moreover, differing slab widths of the VLV

and SLV system close to the vacuum interface might have a smaller impact than

elsewhere, as in effect the last system boundary adjacent to the vast vacuum region

is not a virtual boundary, but an inherent one, as it is set by the point of zero

number density.

To investigate the transport properties of ions within certain layers as well as for

checking bulk properties, the SLV system was sliced non-equidistantly according to

density minima. This picture may be complemented by equidistant slicing studies

shown in Fig. 15. In addition to previous non-equidistant slicing, diffusion coef-

ficient computations within equidistant slabs of 0.7 nm and 0.9 nm thickness were

conducted. Separate plots for the equidistant cases are provided in appendix A.2.

It becomes clear, that the general trend of diffusivity is captured by all methods.

However, there are small deviations coming from different slab widths, which can

be seen around z = 12.3 nm for example. Three differing values are found at this

32



5 RESULTS 5.4 SLV System

0 2 4 6 8 10 12 14 16 18
z Coordinate (nm)

0

1

2

3

4

5

6

7

D
if
fu

si
o
n
 C

o
e
ff

ic
ie

n
t 

(1
0
−

7
 c

m
2
s−

1
)

D(1)
, Bulk

Dens. Min. Slicing
0.7nm Equidist. Slic.
0.9nm Equidist. Slic.

Figure 15: Diffusion coefficients in dependence of z coordinate for the SLV system computed with
different slicing methods: according to density minima and equidistant slicing with 0.7 nm as well as
0.9 nm respectively. Detailed plots including slab boundaries can be found in Fig. 14 and Fig. A.2.

coordinate: The diamond represents the large bulk slice and is the highest value

amongst those three. For considerably lower slice thickness, represented by the blue

dot and the purple star, lower values are found. This underlines the importance

of reasonable system slicing once more. For future evaluations, it might therefore

be useful to calculate a correction factor based on the deviation for D‖ in strongly

confined regions dependent on the slab thickness in which MSDs are computed. For

an even more precise correction, this might require the study of diffusion in a com-

pletely unbounded system.

To sum up, through studying diffusion coefficients in the SLV system, the influence

of both the solid surface and the vacuum interface on the adjacent ionic liquid has

become clear in terms of density and diffusivity, demonstrating the impact of particle

interactions on their transport properties.
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6 Conclusion

In this thesis, particle trajectories generated through molecular dynamics simulation

were analysed in order to compute diffusion coefficients. The target system com-

prised of a solid slab followed by an archetypical room temperature ionic liquid and a

vacuum region. For method validation and consistency checking, reference systems

of pure water, pure ionic liquid and a vacuum–liquid–vacuum system were analysed.

In essence, the methodology was based on computing mean squared displacements

of particles within virtually drawn slabs encompassing regions of interest, with focus

on diffusion parallel to the interfacial x-y plane.

Within one slab in the simple pure water system, very good agreement of the com-

puted diffusion coefficients with literature values were obtained for directions both

lateral and perpendicular to the x-y plane. In case of more than one slab, the

methodology failed – as predicted – when seeking to compute D⊥ along the slicing

direction z. This was likely to be due to cutting the edges of the Gaussian transition

probability density. However, also the lateral investigation revealed lower diffusion

coefficients than the literature value when the slab thickness was too small, which

might be due to a bias related to the quick leave of fast particles.

Similar qualitative results relating to the virtual slicing procedure were obtained for

the pure ionic liquid system. Cations revealed higher diffusivities than anions. It

was further shown that the analysed trajectory length has not a significant impact

on the result for trajectories longer than 5 ns.

In the VLV system, cation densities were found to be higher at the vacuum inter-

faces, making up the outermost layer, as reported in literature. Diffusion coefficients

of both ion species were higher close to the vacuum interfaces owing to reduced in-

teractions there.

And lastly, in the SLV system, a 83 % lower lateral diffusion coefficient with respect

to the computed bulk value for both ion species is found in the vicinity to the sap-

phire interface. This underlines the effect of hydrogen bonding between ions and

hydroxyl groups, and interactions between cations and anions themselves which sta-

bilize the interfacial structure. Density extrema at the same positions for both ion

species in the vicinity to the solid give evidence that the structure is a chequerboard-

style layer.
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6 CONCLUSION

Based on the insights won about diffusion coefficients lateral to interfaces, future

analyses of ion trajectories in interfacial systems should focus on the perpendicular

component to obtain a full picture of the diffusive landscape at the bulk-interface

transition. In the end, these studies will enable a better understanding of interfacial

structures and open the door towards technological implementations of ionic liquids.
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A APPENDIX

A Appendix

A.1 Computational Details

Trajectories for water and ionic liquid systems utilized in this project were generated

using open-source MD software GROMACS [63] by PULS group doctoral students

Andreas Baer and Nataša Vučemilović-Alagić, respectively, and were subject to fur-

ther processing by the author. All systems investigated were in a steady state, which

was made possible through equilibration and annealing processes. This ensured the

ergodicity condition to hold and enabled time averaging, for example.

The water system was devised using the SPC/E parametrization [55] ans was firstly

subject to a 2 ns equilibration run at 300 K in the NPT ensemble using a Berendsen

barostat [64]. In the second run, the system was equilibrated for 5 ns at 300 K in

the NPT ensemble as well, but this time with a Parrinello-Rahman barostat [65].

Thirdly, a 5 ns long run in the NVT ensemble was added. These processes were

followed by the actual 10 ns long simulation run in the NVT ensemble. More details

about simulation parameters may be found in Ref. [66].

One of the first MD simulations and experimental x-ray reflectivity studies for an

SLV system consisting of the same components investigated in this thesis were con-

ducted by Brkljača et al. [30]. They yielded insights about the quality of fixed-charge

force field parametrizations and combining rules. The optimal parametrizations were

found to be those of Maginn et al. for cations and Canongia Lopes et al. for an-

ions [67, 68] with Lorentz-Berthelot combining rules [69, 70]. In this present work,

trajectories were obtained by using the above force field parametrizations but with

the charge method of RESP-hf/0.9 (HF/6–31 g* level of theory) [71]. The solid

sapphire slab with its hydroxylated surface was optimized in the General Utility

Lattice Programme (GULP) [72] and described by the CLAYFF [73] force field. In

all ionic liquid systems, the starting conformations for the [NTf2]– anion were both

cis and trans.

The pure ionic liquid system was firstly minimized followed by a relaxation process

using the NVT ensemble for 5 ns and then equilibrated using the NPT ensemble in

order to anneal the system for 12 ns. These processes were conducted with a Ber-

endsen barostat [64] and a Nosé-Hoover thermostat [74, 75]. Consequently, 100 ns

long particle trajectories were generated at T = 300 K with the NVT ensemble.
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For the VLV system, the same annealing protocol as for the pure ionic liquid system

was executed. The slab of ionic liquid was then provided with about 13 nm wide va-

cuum regions on each side, giving a total system width of 33.86 nm. This action was

followed by a 200 ns long simulation using the NVT ensemble, with a Nosé-Hoover

controlled temperature of T = 300 K.

The SLV with its solid sapphire and its adjacent ionic liquid system was minimized

and subsequently treated by semi-isotropic NPT annealing for 12 ns as in the pure

ionic liquid system. Note that the box size was allowed to vary in z direction in this

case. Then, a large vacuum region was set next to the ionic liquid slab, resulting

in a total model system width of about 100 nm in z direction. In the last step, a

Langevin algorithm was utilized to generate 200 ns long trajectories using an NVT

ensemble at T = 300 K, followed by an additional 100 ns of simulations with the

NVT ensemble at the same constant temperature.

For a detailed description of the ionic liquid simulation procedures, please refer to

Ref. [58]. In the end, those simulations yielded positions of every atom for every

recorded time frame. This data was further processed to extract information about

their diffusive behaviour, which is described in the following paragraph.

Through simulation runs with aforementioned settings, trajectories in the binary

.xtc format were generated. The first steps to process these trajectories were done

using GROMACS ’ gmx trjconv tool. All of the following commands are described

in detail in the GROMACS online reference [76]. To treat periodic boundary con-

ditions of the system, it was ensured that atoms belonging to one molecule were

not located across box boundaries using the -pbc whole option. Particles that were

forced to stay inside the box as they crossed a periodic boundary, were relocated to

their real coordinates outside the box using the -pbc nojump option. For required

group separations into cations and anions, index files were created with the gmx

make ndx command. Eventually, the -com option of gmx trjconv combined with

the total number of one ion species given in the -ng parameter allowed to compute

the centre of mass for each molecule or each ion for every frame in the system.

Number densities of molecules were computed using gmx density with the -dens

number parameter, giving an .xvg file as output. For the pure ionic liquid, VLV

and SLV systems, 100, 400 and 1,000 slices respectively were specified in the -sl

parameter for the computation, for each ion species. This lead to rather smooth

number density functions depicted in Fig. 5, thus avoiding oversampling or remov-
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ing relevant peaks.

Density minima were then precisely found by processing the .xvg files using a cus-

tom MATLAB script utilizing the findpeaks function, obtaining a file containing

bin boundaries for each non-uniform system and each ion species. Bulk regions in

these systems were further subject to equidistant slicing using a custom Python

script.

Precise number density plots with higher resolution in Fig. 6 were generated using

about 1,000, 4,500 and 13,000 slices for each ion species in the pure ionic liquid, the

VLV and the SLV system respectively.

A.2 Supplementary Figures
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(a) One slab with width 7.6 nm.
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(b) Five slabs with widths 1.5 nm
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(c) Ten slabs with widths 0.76 nm
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(d) Twenty slabs with widthds 0.38 nm

Figure A.1: Mean squared displacements in dependence of displacement time for various introduced
equidistant slab widths in the pure ionic liquid system. Depicted are results within the first slab
of each system for cations.
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(a) Equidistant slices with a thickness of 0.7 nm.
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(b) Equidistant slices with a thickness of 0.9 nm.

Figure A.2: Equidistant slicing applied to the SLV system for cations with sketched bin boundaries.
Together with the non-equidistant slicing demonstrated in Fig. 14, these sub-figures are summarized
in Fig. 15.

40



REFERENCES REFERENCES

References

[1] T. Welton, “Room-Temperature Ionic Liquids. Solvents for Synthesis and Cata-

lysis,” Chemical Reviews, vol. 99, no. 8, pp. 2071–2084, 1999.

[2] M. Freemantle, “Designer Solvents,” Chemical & Engineering News, vol. 76,

pp. 32–37, mar 1998.

[3] M. V. Fedorov and A. A. Kornyshev, “Ionic liquids at electrified interfaces,”

Chemical Reviews, vol. 114, pp. 2978–3036, mar 2014.

[4] H. Li Chum, V. R. Koch, L. L. Miller, and R. A. Osteryoung, “An Electrochem-

ical Scrutiny of Organometallic Iron Complexes and Hexamethylbenzene in a

Room Temperature Molten Salt,” Journal of the American Chemical Society,

vol. 97, pp. 3264–3265, may 1975.

[5] J. S. Wilkes, J. A. Levisky, R. A. Wilson, and C. L. Hussey, “Dialkylimidazolium

Chloroaluminate Melts: A New Class of Room-Temperature Ionic Liquids for

Electrochemistry, Spectroscopy, and Synthesis,” Inorganic Chemistry, vol. 21,

pp. 1263–1264, mar 1982.

[6] P. Wasserscheid and W. Keim, “Ionic Liquids—New “Solutions” for Transition

Metal Catalysis,” Angewandte Chemie International Edition, vol. 39, pp. 3772–

3789, oct 2000.
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séances de l’Académie des Sciences, vol. 126, pp. 1703–1855, 1898.

[71] J. P. Hallett and T. Welton, “Room-temperature ionic liquids: Solvents for

synthesis and catalysis. 2,” Chemical Reviews, vol. 111, pp. 3508–3576, may

2011.

[72] J. D. Gale and A. L. Rohl, “The General Utility Lattice Program (GULP),”

Molecular Simulation, vol. 29, pp. 291–341, may 2003.

[73] R. T. Cygan, J.-J. Liang, and A. G. Kalinichev, “Molecular Models of Hydrox-

ide, Oxyhydroxide, and Clay Phases and the Development of a General Force

Field,” The Journal of Physical Chemistry B, vol. 108, no. 4, pp. 1255–1266,

2004.

[74] W. G. Hoover, “Canonical dynamics: Equilibrium phase-space distributions,”

Physical Review A, vol. 31, pp. 1695–1697, mar 1985.
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der angegebenen Quellen angefertigt habe und dass die Arbeit in gleicher oder ähn-
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