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Abstract

In this thesis, I investigate two-dimensional quantum materials, in particular bilayer graphene
systems with layer switching defects, in the presence of an external magnetic field. One method
of investigation is by calculating quantum transport and local densities of the systems with
recursive Green’s function methods. Another is by calculating topological invariants either
directly or with local index methods. The theoretical framework for both is developed and
different implementations are discussed. Only the transport calculations are performed for the
bilayer graphene systems, since the systems in question are too large for topological invariant
calculations discussed here.

The effect of linear defects in the integer quantum Hall effects (IQHEs) depends on the
particular geometry of the defect. For a defect due to shearing of the upper graphene layer there
is plateau formation in the magnetoconductance for large defect regions. For a defect due to
tension in the upper graphene layer, there is approximate plateau formation for large defect sizes,
with fluctuations of the order σ0. A direct transition between stacking regions, here called a hard
wall model, shows no plateau formation and is not a good model for either of the previously
mentioned defects.



Acronyms

BLG bilayer graphene.

HLSW hard wall layer switching wall.

IQHE integer quantum Hall effect.

LDOS local density of states.

LSW layer switching wall.

SLSW shear layer switching wall.

SSH Su Schrieffer Heeger.

TBLG twisted bilayer graphene.

TEM transmission electron microscopy.

TLSW tension layer switching wall.
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Chapter 1

Introduction

Research on Van der Waals heterostructures and other two-dimensional materials has been
popular and of great interest in recent years. This is in part due to improvements in the reliability
and flexibility in the manufacturing processes of these materials. Another part to this surge of
interest is the rich theory of topological insulators [1, 2], which predicts exotic physics in many
two-dimensional quantum systems.

One material at the center of both these revolutions has been graphene [3]. It was one of
the first materials to be recognized as a two-dimensional topological insulator, although a too
weak one [4]. It also was graphene, that spawned interest in the production methods of other
two-dimensional materials.

Top
Bottom Figure 1.1: Here are two regions of Bernal stacked bilayer

graphene (BLG), which are rotated about 180◦ with respect
to each other. There is now AB-stacked graphene on the
left and BA-stacked graphene on the right connected by
hopping terms. The top layer is green and the bottom layer
is magenta.

In particular, the research of bilayer graphene is still an ongoing topic [5,6] with the recent
discovery of anomalous superconductivity of bilayer graphene at certain magic twist angles [7, 8].
The inspiration for this thesis, however, are the properties of domain walls between bilayer
graphene materials. The domain walls of interest are domain walls between the two energetically
equivalent realizations of the energetically favoured Bernal stacking. A hard wall model for
such a domain wall is shown in Figure 1.1. Just as in the Su Schrieffer Heeger (SSH) model [9],
this domain wall implies interesting physical properties. In [10], the existence of topologically
protected modes propagating along such a domain wall are explored, if an external electric field
is applied.

These domain walls naturally form in epitaxially grown bilayer graphene shown in Figure 1.2
leading to a so called mosaic tiling of bilayer graphene. The transport through such networks is
of experimental interest, since these naturally appearing defects have very interesting physical
properties. In an external electric field, the domain walls between AB and BA stacked graphene
lead to topological transport networks, which can be observed experimentally for twisted bilayer
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Figure 1.2: Left image: Partial dislocation network in a bilayer membrane originating from
epitaxial graphene on SiC(0001). The image shows a composite (or superposition) of three dark-
field transmission electron microscopy (TEM) images, taken with the three {1120} reflections,
such that the full network of partial dislocations is revealed, providing the mosaic tiling of bilayer
graphene. Right image: Partial dislocation network in which the color encodes the crystallographic
Burgers vector associated with the partial dislocations as extracted from the individual dark-field
TEM data (red square on the left). Extracted including caption from [11].

graphene [12].

The question, that this thesis tries to answer is how the existence of an external magnetic
field affects these domain walls or in turn, how these domain walls affect the anomalous IQHE in
bilayer graphene [13,14]. In contrast to the situation with an external electric field, there is no
breaking of symmetry or existence of topological invariants, that predict topological edge modes.
Thus it is not obvious, how domain walls and integer quantum Hall modes would interact. In
particular, the transport through a bilayer graphene defect network like in Figure 1.2 is of great
interest and understanding the problem of transport in such networks is the ultimate goal of this
work.

There are two usual strategies for calculating edge modes due to the IQHE. One is by
calculating the Chern number of the system and employing the bulk-boundary correspondence
between the system and vacuum, ensuring topologically protected edge modes [15–20]. The other
is by observing the characteristic conductance plateaus by calculating quantum transport through
bilayer graphene systems.

The particular systems for which these calculations are to be performed have very complicated
geometry and have to be large to mitigate finite-size effects introduced by the length scale of the
external magnetic field. There exist tools for quantum transport calculations like KWANT [21],
but none of them are particularly very well suited for the implementation of these complicated
geometries and ultimately calculating transport properties and invariants for these systems.

Thus my task was to implement a quantum transport program, that could easily implement
these systems and do large scale transport calculations [22–24] and invariant calculations on them.
There are several methods for the calculations of invariants and quantum transport for these
fairly simple, but large, hopping Hamiltonian systems.

The solutions of the quantum transport system for these types of systems is usually performed
by using a variation of a recursive Green’s function algorithm [25] or by directly using an
appropriate sparse solver [21]. Different implementations of these techniques are appropriate
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for particular system geometries and in the case of IQHE measurements a very generic solution
should be applied.

For invariant calculations there are also a few widely used methods, either involving the
calculation of topological invariants by performing Wannier loops [26] or by using theorems
about the equivalence of local indices and topological invariants for certain base manifolds and
calculating these local indices [27].

The systems ultimately proved too large to perform adequate invariant calculations on with
either of the two mentioned methodologies, but the calculation of transport properties was
successful.

What follows is a short chapter by chapter preview of the thesis.
First, I will introduce the general transport experiment setup and discuss how Green’s functions

from nonequilibrium perturbation theory can be used to simulate quantum transport in chapter 2.
In chapter 3 several numerical methods are introduced to facilitate the calculation of the

aforementioned Green’s functions for large systems. All of these methods seek to split the system
into several subsystems and then obtain a total solution from solutions of these partial systems.

To further discuss the IQHE, topological invariants are introduced and in particular the Chern
number is discussed in chapter 4. This chapter also includes a more in-depth look into the physics
of electrons in an external magnetic field and the stability and regime of the IQHE. In chapter 5
two popular methods for the numerical calculation of the Chern number are introduced. The
Wannier charge center method and the Bott index method.

To test both the implementation of the transport calculation and the topological invariant
calculation, the Haldane model is introduced in chapter 6 as an analytically solvable model, that
still exhibits a topologically nontrivial electronic structure.

Since the discussion of bilayer graphene (BLG) systems with layer switching walls (LSWs)
is the ultimate goal of this thesis, a proper background on the material is introduced. First,
the electronic properties of single layer graphene with and without external magnetic field are
discussed in chapter 7. The same is done for Bernal stacked BLG in chapter 8. In particular the
anomalous IQHEs for single and bilayer graphene are introduced and discussed. After that the
concept of a LSW for BLG is introduced and a simple hard wall model for it is shown. This
chapter also includes a small section about twisted bilayer graphene. More general modelling of
hopping integrals for BLG materials is introduced for more complicated BLG geometries.

In chapter 9 all results of calculations for BLG systems are contained. First models of tensile
stress and shear stress for a smooth LSW transition are introduced. Then two major simulation
setups are shown, a Slab setup and a Hallbar setup and in the following sections are multiple
parameter studies for these experimental setups are performed. These parameter studies include
transmission and local density of states (LDOS) calculations for select systems.

The specific calculations performed in this chapter are

• Magnetoconductance calculations for every system type.

• A finite size study for various example magnetoconductance calculations.

• A parameter study of numerical interaction cutoff.

• Some magnetoconductance calculations at different Fermi energies to determine the energy
dependence of features.

• Parameter studies of further important system parameters (hard wall coupling strength,
shear layer switching wall (SLSW) extent, hard wall layer switching wall (HLSW) extent).

and the thesis ends with a concluding summary and outlook.



Chapter 2

Transport Calculation with
Green’s functions

2.1 The transport experiment

There exist several approaches to calculating quantum transport through a device suited to
different sets of problems, but they all describe the same experiment.

Definition 1 (Transport experiment) A Quantum transport experiment is conducted on a
central device/scattering region D connected to several contacts (leads) at chemical potentials
µi. It is then the measurement of some quantity due to an applied bias V (encapsulated in the
chemical potentials).

Figure 2.1 and Figure 2.2 are examples for generic transport experiments. I will wall the
experiment geometry in Figure 2.1 a Slab and the geometry in Figure 2.2 a Hallbar.

left lead right lead
scattering region/

central device

Figure 2.1: Transport experiment with two terminals to the left and right. For µ1 < µ2 it
measures electron transport properties due to an applied voltage e(µ2 − µ1).

Since a transport experiment is due to the application of an external bias, transport is usually
a steady-state nonequilibrium process, even in the zero bias limit. The size of the considered
samples is the micrometer regime and the transport experiment is thus a mesoscopic transport
experiment, since quantum effects are still very relevant on these length scales, but the system
size is much larger than wavelengths of electrons in it.

2.2 Motivation

Since transport is essentially a nonequilibrium problem, a nonequilibrium theory of the system
is required to model transport. The main idea is to treat the nonequilibrium interaction as a

8
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1 2

56
magnetic field

E

3 4

Figure 2.2: Transport experiment with an external magnetic field B. An external bias V is
applied between the contacts 6 and 5. The measured quantities are longitudinal voltage VL and
Hall voltage VH due to the induced chemical potentials at contacts 1,2,3,4.

perturbation to an equilibrium Hamiltonian and use the theory of nonequilibrium perturbation
theory to obtain results, i.e. write

H = Hequilibrium +Hnonequilibrium. (2.1)

There are two canonical choices for Hequilibrium and Hnonequilibrium:

• Hequilibrium describes the system, where contacts and scattering region are not coupled and
Hnonequilibrium contains the coupling

• Hequilibrium describes the system with all leads at the same chemical potential µ and
Hnonequilibrium introduces a bias into the system.

The choice in this thesis will be the first, which is also the most common choice in the
literature.

2.3 Equilibrium perturbation theory at T = 0

Starting with perturbation theory at T = 0 and at equilibrium makes sense when introduc-
ing nonequilibrium perturbation theory, since most necessary concepts transfer trivially while
complications due to, for example initial correlations are of no concern.

The treatment of many-particle problems was historically very difficult and inaccessible
until the methods from quantum field-theory were applied to the problem. There exist many
modern strategies of solving many-particle problems, but the most used method is still the simple
expansion of the S-Matrix in the appropriate Green’s functions and many more advanced methods
are based on the concepts, that I will present in the next few pages.

2.3.1 Definition of relevant Green’s functions

In the formulation of equilibrium perturbation theory at T = 0, six Green’s functions are usually
defined
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Definition 2 (Green’s functions in the T = 0 equilibrium formalism)

Gret(x1, t1, t2, x2) = −iθ(t1 − t2)
〈{
ψ̂(x1, t1), ψ̂†(t2, x2)

}〉
Gadv(x1, t1, t2, x2) = iθ(t2 − t1)

〈{
ψ̂(x1, t1), ψ̂†(t2, x2)

}〉
G<(x1, t1, t2, x2) = i

〈
ψ̂(x1, t1)ψ̂†(t2, x2)

〉
G>(x1, t1, t2, x2) = −i

〈
ψ̂†(x1, t1)ψ̂(t2, x2)

〉
Gt(x1, t1, t2, x2) = i

〈
T ψ̂†(x1, t1)ψ̂(t2, x2)

〉
Gt̄(x1, t1, t2, x2) = i

〈
T̄ ψ̂†(x1, t1)ψ̂(t2, x2)

〉
(2.2)

where the time ordering T and anti-time ordering operator T̄ are defined as

Definition 3 (Time and anti time ordering)

T
(
Â(t1)B̂(t2)

)
=

{
Â(t1)B̂(t2) t2 < t1

B̂(t1)Â(t2) t1 < t2

T̄
(
Â(t1)B̂(t2)

)
=

{
B̂(t1)Â(t2) t2 < t1

Â(t1)B̂(t2) t1 < t2
.

(2.3)

At T = 0, the expectation value is defined as

〈A〉T=0 = 〈0|A|0〉 , (2.4)

where |0〉 is the ground state of the system.
Gret, Gadv, G< and G> are used beyond just the T = 0 case, but Gt and Gt̄ are introduced

specifically due to their properties at T = 0. Essentially, only four Green’s functions are required
since

Gt(x1, t1, t2, x2) = θ(t1 − t2)G>(x1, t1, t2, x2) + θ(t2 − t1)G<(x1, t1, t2, x2)

Gt̄(x1, t1, t2, x2) = θ(t2 − t1)G>(x1, t1, t2, x2) + θ(t1 − t2)G<(x1, t1, t2, x2)
(2.5)

since the Green’s functions are linearly dependent. All six Green’s functions have very different
physical interpretations, justifying their inclusion:

• Retarded Green’s function Gret / Advanced Green’s function Gadv: Are the retarded and
advanced correlation functions of the creation operator. Contains information about spectral
properties, densities of states and scattering rates [28].

• Lesser Green’s function G< / Greater Green’s function G>: Are related to many observables
and the kinetic properties of the system.

• Time ordered Green’s function Gt / Anti-time ordered Green’s function Gt̄: Have a simple,
systematic perturbation theory.

Gret, G
< and Gt describe electrons and Gadv, G>, and Gt̄ describe holes.

I will be using the short form

G(1, 2) = G(x1, t1, t2, x2) (2.6)

starting from here.
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2.3.2 Perturbation theory of time ordered Green’s functions

From now on, the general set-up will be a system Hamiltonian, that is split into a noninteracting
part and an interacting part such that

H = H0 +Hint (2.7)

and, if not explicitly stated otherwise, the interaction picture will be used, i.e.

|ψI(t)〉 = exp

(
i

~
H0t

)
|ψS(t)〉

ÂI(t) = exp

(
i

~
H0t

)
ÂS exp

(
− i
~
H0t

)
,

(2.8)

where |ψS(t)〉 and ÂS are state and operator in the Schrödinger picture and |ψI(t)〉 and ÂI(t)
in the interaction picture, respectively. States without subscript are implicitly defined in the
interaction picture. The time evolution operator U(t) in the interaction picture can then be
written as

U(t) = T exp

(
−i
∫ t

0

Hint(t
′) dt′

)
. (2.9)

In the discussion of perturbation theory, adiabatic switch-on will be relevant and reference
to the state |ψ(−∞)〉 will be made. This prompts the introduction of the S-Matrix

S(t1, t2) = T exp

(
−i
∫ t2

t1

Hint(t) dt

)
= U(t1)U†(t2), (2.10)

which acts on states like

|ψ(t2)〉 = S(t1, t2) |ψ(t1)〉 . (2.11)

The precise definition of adiabatic switch-on and the proof for the following statement can be
found in [29].

The essential statement is the following: the interaction in the system is zero at t = −∞
and slowly switched on until it is Hint at t = 0. Then, using the S-Matrix corresponding to the
switch-on, the following statement

|0〉interacting = S(0,−∞) |0〉noninteracting (2.12)

is called the Gell-Mann-Low theorem, where |0〉 are the respective ground states. It simply
states, that slowly turning on the interaction transforms the noninteracting ground state into the
interacting one.

Another required identity is the following

〈0|noninteracting = S(∞, 0) 〈0|interacting , (2.13)

which assumes, that the interaction is switched off at t = ∞. This can only hold true in
equilibrium, since interactions are only reversible at equilibrium. Equation 2.12 and Equation 2.13
are inserted into the ground state of the interacting expectation value to rewrite the time-ordered
Green’s function as
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Gt(1, 2) =
〈0|T S(∞,−∞)ψ̂(1)ψ̂†(2)|0〉

〈0|S(∞,−∞)|0〉 (2.14)

such that an expansion of the Green’s function may be performed by simply expanding the
S-Matrix as an exponential series

S(−∞,∞) =

∞∑
n=0

(−i)n+1

n!

∫ ∞
−∞

dt1 . . . dtnT [Hint(t1) . . .Hint(tn)]. (2.15)

Actually evaluating these expansions will not be of further interest in this thesis, but discussing
the general structure of the terms resulting from this expansion will be of use.

Wick’s theorem may be used to expand products of many creation and annihilation operators
into products of two. These products are two-particle Green’s functions and densities, which can
be written as Feynman diagrams. All perturbation expansions, that will be discussed from now
on allow for an equivalent diagrammatic expansion due to the existence of a Wick’s theorem for
the expansion of an exponential. As such, many ideas like the Dyson equation are independent
of the explicit setting like temperature and equilibrium or nonequilibrium. As a side note, the
denominator of the expansion cancels all disconnected diagrams of the numerator and only
connected diagrams should be considered in the expansion.

2.3.3 Dyson equation

The Dyson equation is an identity used to re-sum the perturbation expansion automatically. The
Dyson equation can be obtained by simply observing, that the existence of a diagram D implies,
that the same diagram glued to itself with a free propagator DG0D exists in a higher order. More
explicitly, this is shown in Figure 2.3 for the first order Hartree and Fock diagrams.

= + + +

+ +

+ +. . .

Figure 2.3: Illustration of the Dyson equation

The proper self-energy Σ in Figure 2.4 contains all diagrams, that are not disconnected
after cutting one connection between vertices. Of course finding the entire self-energy amounts to
evaluating the exponential sum to arbitrary order, since diagrams of arbitrary order may appear
in the self-energy.
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Σ
= +

Figure 2.4: Hartree-Fock self energy

As such, approximate self-energies are used for example by choosing a few lower order diagrams
such as in Figure 2.4 and using a self-energy comprised of those. However, one must be careful in
choosing self-energies, since some cause the violation of conservation laws.

= +
Σ

Figure 2.5: Dyson equation in diagrammatic form

Using the proper self-energy, the expansion in Figure 2.4 can be diagramatically rewritten as
Figure 2.5, which is a diagrammatic version of the Dyson equation.

Putting the Dyson equation into symbolic formulas from the diagrammatic formulation, one
finds

G = G0 +G0ΣG0 +G0ΣG0ΣG0 + . . . = G0 +G0ΣG

G =
(
G−1

0 + Σ
)−1

,
(2.16)

which will be used extensively in the numerical implementation of the transport calculation.
In this case, all Green’s functions denoted by G are actually time-ordered Green’s functions, but
due to the applicability to other perturbation expansions the subscript was intentionally omitted.

2.4 Fluctuation-Dissipation relation

The fluctuation-dissipation theorem is a general concept in physics, that ensures an equation,
that relates the fluctuation to the dissipation of some quantity. It is quite general, but for Green’s
functions is takes the form

G<(ω) = η(ω) [Gadv(ω)−Gret(ω)] ∼ −2η(ω) Im[Gret(ω)], (2.17)

since G<(ω) is related to the dynamics of the system and Im[Gret(ω)] to the dissipation.
This equality can be shown with the Lehmann representation of the Green’s function [30]

and is also true for self-energies with an analogous proof. It is the first discussed equation, that
relates static properties of the system to dynamic properties of the system.

2.5 Equilibrium perturbation theory at T 6= 0

The essential difference between T = 0 and T 6= 0 is the explicit form of the expectation value
〈. . .〉. The main problem is the occurrence of H in the thermal weighting factor in
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〈A〉 = Tr
(
e−βHA

)
, (2.18)

which also has to expanded. So continuing to use the time-ordered Green’s function requires
two S-Matrix expansions making the diagrammatic theory different and complicated. This
problem is solved by a trick, which can also be used to describe arbitrary initial correlations.

2.5.1 Matsubara Green’s functions

The key to thermal nonequilibrium perturbation theory are Matsubara Green’s functions. First,
we now work in the grand canonical ensemble, which simply means, that we replace

H → H− µN + Ω = K + Ω

K = H− µN
eβΩ = Tr(e−βK).

(2.19)

This is the physical description of a particle ensemble at T 6= 0.
The aforementioned trick is the replacement τ = it in the time ordered Green’s function and

working in imaginary time as introduced by Takeo Matsubara [31]. The reason for this formal
trick is the functional similarity between the S-Matrix and the thermal weighting factor. This
can be seen by inserting the substitution into the Definition 2 to get

G(τ1 − τ2) = −
〈
T ψ̂(τ1)ψ̂†(τ2)

〉
= −Tr[e−β(K−Ω)T eτ1Kψ̂(τ1)e−(τ1−τ2)Kψ̂†(τ2)e−τ2K].

(2.20)

The quantity G is called the Matsubara Green’s function. Using the time ordering operator
and the cyclic permutation property of the trace, this expression can be rewritten as

G(τ) = −Tr[e−βK0T U(β)ψ̂(τ)ψ̂†(0)]

Tr[e−βK0U(β)]
(2.21)

using the time evolution operator in imaginary time

U(τ) = T exp

(
−
∫ it

0

Hint(t
′) dt′

)
. (2.22)

where the integration is performed on the interval [0, iβ]. This integration domain is also
called the Matsubara contour and the time ordering operator now orders imaginary times by
their absolute values.

2.5.2 Perturbation theory of Matsubara Green’s functions

Matsubara proved the Wick’s theorem for Matsubara Green’s functions. This Wick’s theorem
is fundamentally different from the one at T = 0. The Wick’s theorem at T = 0 is an operator
identity, whereas the Wick’s theorem at T 6= 0 includes the thermal averaging included in 〈. . .〉.

Given that the Wick’s theorem holds, all diagrammatic ideas like the Dyson equation or the
cancellation of disconnected diagrams with vacuum polarizations still hold for Matsubara Green’s
functions. The Matsubara Green’s functions are even more benign than time ordered Green’s
functions since contributions due to disconnected diagrams do not diverge.

The theory of Matsubara Green’s functions has some very interesting points, that i have no
time to discuss here, but I give a few pointers
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Figure 2.6: Keldysh-Schwinger contour: Iplied to run from −∞ through t1, t2 < t and back to
−∞ avoiding the reference state at ∞. The contour is entirely on the real axis.

• Depending on whether the system is bosonic or fermionic, the Matsubara Green’s function is
periodic/antiperiodic in the interval [0, iβ]. This means in frequency space, the Matsubara
Green’s function is discrete

• Other Green’s functions can be obtained from the Matsubara Green’s function by analytic
continuation. For example the retarded Green’s function can be recovered by considering the
real frequencies of the analytically continued Matsubara Green’s function in the frequency
domain.

• The evaluation of diagrams is analogous to the T = 0 case, but the integrals over [−∞,∞]
have to be replaced by integrals over [0, iβ].

• In frequency space this leads to infinite sums rather than integrals due to the discrete
frequencies in the Fourier decomposition, which are often easier to solve by contour integra-
tion.

2.6 Nonequilibrium perturbation theory

The essential difference between equilibrium and nonequilibrium problems is reversibility. Since
nonequilibrium problems cause irreversible changes to the system, adiabatic switch off does not
imply that |ψ(−∞)〉 = |ψ(∞)〉 and in general any reference to |ψ(∞)〉 should be avoided when
not at equilibrium. Depending on the specifics of the interactions and switch-ons, this problem
may be solved by introducing the concept of contour ordering on appropriate contours.

2.6.1 Contour ordered Greens functions

If the system hamiltonian is quadratic in the creation/destruction operators before switch-on, the
Schwinger-Keldysh contour C, see Figure 2.6, is used as a basis of the perturbative expansion
and in the case of initial correlations, the Kadanoff-Baym contour C∗, see Figure 2.7, is used
to first thermalize the system towards some initial correlations. Discussing initial correlations is
not necessary since transport is a steady-state equilibrium problem and the Schwinger-Keldysh
switch-on procedure can be used without problem.

The main identity justifying the introduction of contour ordered Green’s functions is obtained
by rewriting the operator time evolution

Â(t) = U†(t)ASU(t) = TC
[
exp

(
−i
∮
C
Hint dτ

)
ÂS

]
(2.23)

with the contour S-Matrix
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Figure 2.7: Kadanoff-Baym contour: Is a mixture between to Schwinger contour for finite times
and the Matsubara imaginary time to handle nonequilibrium interactions and arbitrary initial
density matrices.

SHint

C = exp

(
−i
∮
C
Hint(τ) dτ

)
. (2.24)

The contour ordered Green’s function is then defined like the time ordered Green’s function

GC(1, 2) = −i
〈
Tcψ̂(1)ψ̂†(2)

〉
, (2.25)

where times are now assigned to a branch on the Schwinger contour and the contour ordering
operator is defined as

TC(Â(t1)B̂(t2)) =

{
Â(t1)B̂(t2) t2 <C t1

B̂(t1)Â(t2) t1 <C t2,
(2.26)

where the only difference to time ordering is the smaller relation, which now orders along the
contour, see the arrows in the contour plots Figure 2.6 and Figure 2.7. It can be shown, that this
expression has a simple perturbation theory. The contour ordered Green’s function is related to
G<, G>, Gt and Gt̄ by

GC(t1, t2) =
〈
TCψ(t1)ψ†(t2)

〉
=


G<(t1, t2) t1 ∈ C1, t2 ∈ C2

G>(t1, t2) t1 ∈ C2, t2 ∈ C1

Gt(t1, t2) t1 ∈ C1, t2 ∈ C1

Gt̄(t1, t2) t1 ∈ C2, t2 ∈ C2,

(2.27)

which can easily be seen by considering the cases, since t1 and t2 being on different contours
implies a fixed order and t1 and t2 being on the same contour implies either time or anti-time
ordering.

2.6.2 Perturbation theory of contour ordered Green’s functions

Just as in the previous cases, the properties of the trace and the contour ordering operator can
be used to rewrite the definition of the contour ordered Green’s function

GC(1, 2) = −i
〈
TCSHint

C ψ̂0(1)ψ̂†0(2)
〉
t0
, (2.28)

where the expectation value 〈. . .〉t0 is taken with respect to the density matrix and states at
time t0, which are assumed to be noninteracting.

Wick’s theorem holds for contour ordered Green’s functions too and the only difference to
the T = 0 case is the substitution of all integrals over the interval [−∞,∞] with integrals over
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the Schwinger-Keldysh contour. The main point is, that the Schwinger Keldysh contour never
references the point at t =∞ and simply returns to −∞ instead, which is a well defined reference
state.

2.6.3 Analytic continuation formulas

Actually doing calculations with contour integrals is cumbersome and the expressions in Equa-
tion 2.27 can be used to simplify quantities of the form

C(t1, t2) =

∮
c

A(t1, τ)B(τ, t2) dτ, (2.29)

which appear frequently in the perturbation expansion and other important expressions like
the Dyson equation. The most important product expressions concern the greater and retarded
part of a product

C<(t1, t2) =

∫ ∞
−∞

Aret(t1, τ)B<(τ, t2) +A<(t1, τ)Badv(τ, t2) dτ (2.30)

and

Cret =

∫ ∞
−∞

Aret(t1, τ)Bret(τ, t2) dτ. (2.31)

The lesser part of a quantity C< simply assumes, that t1 ∈ C1, t2 ∈ C2 and the retarded
part is defined by writing it as linear combination of the other four Green’s functions defined in
Definition 2

Gret(1, 2) = θ(t1 − t2)[G>(1, 2)−G<(1, 2)] (2.32)

The first of the two equations requires deformation of the contour to be derived, which is a
valid operation as long as both t1 and t2 always lie on the deformation.

2.6.4 Quantum kinetic formulas: Keldysh equation

From now on, the integrals over interior variables are omitted and indicated by the order of
multiplication. This is mainly done since integration will later be replaced by matrix multiplication,
for which the expression take the exact forms provided below.

The analytic continuation formula is required to deduce the Keldysh equation. Using Equa-
tion 2.30 in the Dyson equation for contour ordered Green’s functions gives

G< = (G0,C +G0,CΣCGC)<

= G<0 +G0,retΣretG
< +G0,retΣ

<Gadv +G<0 ΣadvGadv,
(2.33)

which is the first iteration step and can be rewritten by repeatedly plugging the equation into
itself to yield the infinite order iterate

G< = (1 +GretΣret)G
<
0 (1 +GadvΣadv) +GretΣ

<Gadv, (2.34)

which is called the Keldysh equation. The first term contains the initial conditions and always
vanishes in the case of macroscopic transport theory to yield the simplified Keldysh equation
without initial conditions
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G< = GretΣ
<Gadv. (2.35)

The Keldysh equation is a quantum kinetic equation in integral form. It connects the kinetics
of the system G< to the static properties of the system contained in Gadv and Gret.

2.7 Definition of Observables

Now that the general theory has been set up, I want to extract useful observables from the
formalism and the prime candidates are conductivity, local particle current and local particle
density. Both of the local quantities are expressions of the lesser Green’s function.

The current observable can be found by considering the time derivative of the particle density
operator

J = −e
〈
Ṅ
〉

= − ie
~
〈[H, N ]〉 (2.36)

and on a lattice, the bond current between sites i and j can be written as

Jij(t) = tijG
<
ji(t)− tjiG<ij(t). (2.37)

Transport is a steady state equilibrium problem and the current is time independent. Since
the quantities calculated in the simulation are Green’s functions in the energy domain, the current
must be written in terms of these functions

Jij := Jij(0) =

∫ ∞
−∞

tijG
<
ji(E)− tjiG<ij(E) dE (2.38)

The particle density is found similarly, but the relation to the lesser Green’s function is more
obvious

ρi := ρi(0) :=
〈
ψ̂†i (0)ψ̂i(0)

〉
=

∫ ∞
−∞

Gii(E) dE (2.39)

For now consider a two-terminal structure with two chemical potentials µL for the left lead
and µR for the right lead and assume, that µL > µR, i.e. electrons flow from left to right. Then
using the fluctuation-dissipation relation for the self energy in the Keldysh equation

Γi(E) = ηi(E)[Gadv,i(E)−Gret,i(E)]

G< = GretΣ
<Gadv = Gret[ηLΓL + ηRΓR]Gadv

= ηRGret(ΓL + ΓR)Gadv − (ηR − ηL)GretΓLGadv

(2.40)

where the left term can be identified with persistent currents, that do not contribute to
the charge transport and the right term as the transport current.

Jij =

∫ ∞
−∞

ηR(E)ipers(E) + (ηL(E)− ηR(E))itrans(E) dE (2.41)

ipers = tij [Gret(ΓL + ΓR)Gadv]ji − tji[Gret(ΓL + ΓR)Gadv]ij (2.42)

itrans = tij [GretΓLGadv]ji − tji[GretΓLGadv]ij . (2.43)
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The quantity of interest when discussing the spectral current is usually the transport current,
since it is related to the conductivity measurement, whereas the persistent current does not
contribute to conductivity.

It can be shown, that the persistent current vanishes for time reversal symmetry and is related
to, for example circular currents due to an external magnetic field [32].

A similar distinction can be made for the particle density such that

ρ(E) = ρpers(E) + ρtrans(E) (2.44)

the density consists of contributions corresponding to persistent and transport currents
(definitions analogous to the currents).

These considerations may be extended to multiple terminals with arbitrary terminal structures.
In the zero bias limit, only the distinction between source/injected electron and sink is important
and all sources may be thought of as a left lead and all sinks as a right lead yielding the same
expressions as for two terminal structures.

An expression for the conductance or transmission from one lead to another can be found
from the Fisher-Lee relations for the calculation of transport from scattering matrices and leads
to the simple expression

T (E) = Tr (ΓLGretΓRGadv) , (2.45)

for the transmission at zero temperature and zero bias. The conductance can be obtained by

multiplying the transmission by the conductance quantum σ0 = 2e2

~ . For nonzero temperatures
the zero bias limit of the transmission reads

T =

∫ ∞
−∞

∂η(E)

∂E
T (E) dE. (2.46)



Chapter 3

Implementation of transport
calculation

3.1 Outline of calculation

The main problems of solving the transport equation are the following

• Inverting a very large H (∼ 106 × 106).

• Obtaining Green’s function of semi-infinite system (leads).

To illustrate this, I will describe the main steps of doing a transport calculation, assuming
zero bias and no self-consistent terms in the self-energy

• Obtain Glead and corresponding self-energy.

• Invert E + i0+ −H(E)− Σret(E) with a smart strategy.

• Use fluctuation-dissipation relation and Keldysh equation to get Σ<.

• Use Keldysh equation to obtain G<.

• Obtain observables from G<.

Let me discuss the matrix formalism used in a finite difference calculation in more detail.

3.2 Inversion of Hamiltonian

Let me first show, why one can write

Gret = (E + i0+ −H(E)− Σret(E))−1. (3.1)

For this the expression for the single particle Green’s function matrix is rewritten with matrices,
omitting the subscript for the retarded Green’s function

[(E + iη)1−H]G = 1. (3.2)

20
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For the following discussion assume a system with only two leads, but the extension to
arbitrary terminal structures is trivial. The second assumption is no interaction between left and
right lead. Using the Hamiltonian in the block form

H =

HL VLC 0

V †LC HC V †RC

0 VRC HR

 , G =

 GL GLC GLR

GCL GC GCR

GRL GRC GR

 (3.3)

where L denotes the left lead, C the central region and R the right lead. The choice of this
block structure is somewhat arbitrary and essentially depends on the choice of lattice enumeration
in the implementation. The dimension of the matrices involving the central region is finite, but
the matrix dimension of the lead Hamiltonians is infinite, since they are usually modeled by a
semi-infinite chain. It is thus necessary to reduce the problem to a finite dimensional one.

These conditions lead to a block matrix equation, using E = (E + iη)1E −HL −VLC 0

−V †LC E −HC −V †RC

0 −VRC E −HR

 GL GLC GLR

GCL GC GCR

GRL GRC GR

 = 1 (3.4)

thus leading to the matrix equation for the center block

− V †LCGLC + (E −HC)GC − V †RCGRC = 1 (3.5)

and to get the required GCL and GCR, two other blocks give

(E −HL)GLC − VLCGC = 0

(E −HR)GRC − VRCGC = 0
(3.6)

leading to the final expression

1 = (E −H −Σ)G

Σ = V †LC(E −HL)−1VLC + V †RC(E −HR)−1VRC

Σ = V †LCGLVLC + V †RCGRVRC

(3.7)

where the self-energy could be identified by comparison with Equation 3.1 and it naturally
splits into a component due to left and right lead ΣL and ΣR. This may be generalized to

Σ =
∑
n

Σn

Σn = VCnGnVnC

(3.8)

for an arbitrary number of terminals and matrix structure. These self-energies are finite
matrices and it is possible to do finite matrix calculations once Σ has been determined.

3.2.1 General strategy

The systems studied are quite large (order of 1× 105 sites) and the matrices cannot be fully
inverted for this reason. The structure of the problem, i.e. short range single particle interaction
and local influence of the contacts, leads to methods in which only a few matrix elements of the
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Green’s function are evaluated. This makes the discussion of systems on this scale feasible and
these methods are generically called recursive Green’s function methods. [33]

The method, that is optimal for the discussion of given system strongly depends on the system
geometry, since the general idea behind all these methods is to divide the system into smaller
subsystems. Then the Green’s function of these subsystems is determined and the systems are
glued together by some prescription, for example the Dyson equation.

3.2.2 Discrete Dyson equation

In two of the following three methods, the Dyson equation on a lattice is used to connect Green’s
functions of partial systems to the Green’s function of the complete system. For this, we consider
a problem of the form

HL =
∑
i∈L

εiĉ
†
i ĉi +

∑
<i,j>∈L

tij ĉ
†
i ĉj + h.c.

HR =
∑
i∈R

εiĉ
†
i ĉi +

∑
<i,j>∈R

tij ĉ
†
i ĉj + h.c.

VLR =
∑

<i,j>,i∈L,j∈R

Vij ĉ
†
i ĉj + h.c.

(3.9)

and the self-energy due to the interaction VLR. The resulting self-energy will be Σ = VLR. To
obtain this expression, consider some terms of the diagrammatic expansion, omitting the index
condition and absorbing the hermitian conjugate into the sum

〈
VLRĉk ĉ

†
l

〉
=

〈 ∑
<i,j>

Vij ĉ
†
i ĉj

 ĉk ĉ†l
〉

=
∑
<i,j>

Vij

〈
ĉ†i ĉj ĉk ĉ

†
l

〉
=
∑
<i,j>

Vij

〈
ĉk ĉ
†
i

〉〈
ĉj ĉ
†
l

〉
=
∑
<i,j>

VijG
0
kiG

0
jl = [G0V G0]kl.

(3.10)

To obtain the higher orders one observes, that only terms of the kind G0V G0 +G0V G0V G0 +
. . . can appear for connected diagrams and the combinatorics are equivalent to those in the proof
of the original Dyson equation prompting the identification Σ = VLR.

Thus the Dyson equation for a discrete lattice with hopping interaction between sites is

G = G0 +G0VLRG, (3.11)

when the perturbation is VLR and the physical intuition is gluing partial systems L and R
together with VLR.

3.2.3 Knitting

In the paper [34], a recursive method based on the Dyson equation is introduced, where only one
site is added to the system at a time. For a square lattice, this would be described by Figure 3.1.

The site, that is added is denoted by A, as in Figure 3.1 and then the different matrix elements
of the new Green’s function G[A] due to the Dyson equation are considered. Define an index
ordering such that α < A < β, then call α to the left of A and β to the right of A.
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Figure 3.1: Schematic of cutting the system into single sites for a square lattice. The interaction
terms are then the matrices from the newly added point to the rest of the system.

〈A|G[A]|A〉 = 〈A|G[A−1] +G[A−1]V [A]G[A]|A〉
= 〈A|G[A−1] +G[A−1]V [A]G[A−1]V [A]G[A]|A〉

=

E − E[A] −
∑
ij

V
[A]
Ai G

[A−1]
ij V

[A]
jA

−1

〈α|G[A]|A〉 = 〈α|G[A−1] +G[A−1]V [A]G[A]|A〉 =
∑
i

G
[A−1]
αi V

[A]
iA G

[A]
AA

〈A|G[A]|β〉 = 〈A|G[A−1] +G[A]V [A]G[A−1]|β〉 =
∑
i

G
[A]
AAV

[A]
Ai G

[A−1]
iβ

〈α|G[A]|β〉 = 〈α|G[A−1] +G[A−1]V [A]G[A]|β〉 = G
[A−1]
αβ +

∑
i

G
[A−1]
αi ViAG

[A]
Aβ

= G
[A−1]
αβ +G

[A]
αAG

[A]
Aβ/G

[A]
AA

(3.12)

are the fundamental equations of this method for calculation of the retarded Green’s function.
The matrix V [A] only contains the hopping terms including the newly added site A. The
discussion in [34] also reduces memory footprint by evaluating some additional formulas similar
to Equation 3.12 and using these formulas to omit the storage of particular matrix elements.

Even with optimizations this method is slow compared to the other methods presented in the
following two chapters, but can be used for arbitrary geometries.

3.2.4 Cutting into stripes

Cutting the system into stripes as discussed in [33] is fundamentally not different from adding to
the system site by site. The explicit equations for the implementation are quite different and are
usually written in matrix form. This method is very well suited for the geometry illustrated in
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Figure 3.2 for obvious reasons, but the strict geometry requirement is also the limitation for this
method.

Figure 3.2: Schematic cutting of a bar-shaped system into stripes. In general, the number of
stripes is arbitrary and the geometry of the system can deviate from the sketch. As always, the
leads are in red and the central region in grey.

We again consider matrix elements, but now the |n〉 refer to the slice states, in the sense
|n〉 =

∑
i |ni〉 where n denotes the nth stripe as in Figure 3.2.

The recursion is split into two parts, a sweep from the left to the right electrode and a sweep
from the right to the left electrode. Then GL

n is the Green’s function of the n-th slice due to
the left-to-right sweep and GR

n the same for the right-to-left sweep. The essential difference is,
that GL

n is the Green’s function of the n-th slice including all interactions with the system to the
left of slice n and GR

n is the Green’s function of the n-th slice including all interactions with the
system to the right of slice n. To obtain the full Green’s function including interactions with the
rest of the system, the information of GL

n and GR
n has to be combined, hence the need for two

sweeps. The same discussion goes for matrices of the form GL
0,n and GR

n,N for N slices in total.
The left and right sweeps can be obtained with similar considerations as for the knitting

equations, yielding the expressions

GL
n,n =

(
E −Hn − Vn,n−1G

L
n−1,n−1Vn−1,n

)−1
(3.13)

GL
0,n = GL

0,n−1Vn−1,nG
L
n,n (3.14)

GR
n,n =

(
E −Hn − Vn,n+1G

R
n+1,n+1Vn+1,n

)−1
(3.15)

GR
N,n = GR

N,n+1Vn+1,nG
R
n,n. (3.16)

This information is somewhat redundant, since the right sweep equations directly follow from
the left sweep equations. The combination into the diagonal elements of Green’s function for the
whole system is given by

Gn,n = (E −Hn − Vn,n−1G
L
n−1,n−1Vn−1,n − Vn,n+1G

R
n+1,n+1Vn+1,n)−1 (3.17)

Other matrix elements can be obtained with equations of the type

G0,n = GL
0,n−1Vn−1,nGn,n (3.18)

GN,n = GR
N,n+1Vn+1,nGn,n. (3.19)

One can also define recursive equations for the lesser Green’s functionG<, but in my experience,
explicitly performing the Keldysh equation with sparse matrix methods is simpler and faster.
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3.2.5 Block-Gaussian inversion

The block-Gaussian inversion is described in [35] and is fundamentally different from the previous
methods, but essentially still works by splitting the system into appropriate subsystems. This
procedure produces a Hamiltonian with a block structure and with a block-Gaussian inversion
only select matrix elements of the inverse may be calculated. This is especially useful for sparse
Hamiltonian matrices. Since the efficiency of block-based methods strongly depends on the size
of the largest occurring block, this quantity must be minimized by the appropriate choice of
subsystems. I will describe an algorithm for the determination of such a block-Hamiltonian. The
exact choice of algorithm depends on the matrix elements and as such the observables one wants
to calculate. For this call α, β lead indices and A an index in the central region.

• Calculation of conductivity tensor ⇒ Gαβ must be determined

– Define the first block B0, the sites contained in the left lead and the last block BN ,
the sites contained in the right lead.

– Starting from n = 1, define Bn+1 by collecting all sites with hopping elements connected
to Bn, but not contained in Bn or BN .

– If any site connected to Bn is contained in BN , call Bn = S \
[
n−1⋃
i=0

Bi ∪ BN
]
, where S

is the entire system. After this S =
N⋃
i=0

Bi.

• Calculation of local current ⇒ GαA and GAβ must be determined

– Instead of defining a first and last Block, just define the first block B0 as the collection
of all lead sites.

– Starting from n = 1, define Bn+1 by collecting all sites with hopping elements connected
to Bn, but not contained in Bn until Bn+1 = ∅

These two procedures produce collections of sites {B0,B1, . . . ,BN} where Bn is only connected
to Bn−1 and Bn+1. By choosing an indexing scheme such that for i ∈ Bn and j ∈ Bm the
implication n < m⇒ i < j holds, the resulting Hamiltonian will automatically have the desired
tridiagonal block structure. Of course these are only two examples of indexing schemes, which
are convenient to work with.

The Hamilton matrices, that are produced by these procedures have two characteristic block
structures which can both be solved with the methods discussed in [35]. The contents of the
block Gaussian inversion can essentially be condensed into a few simple matrix block equations.
First define the matrix

a = E −H −Σ (3.20)

with previously defined blocks aij . The elimination is then split into a left-looking and a
right-looking elimination with auxiliary matrices c and d

dL
ii = aii + cL

i−1ai−1,i where i = 2, 3, . . . , n and dL
11 = aL

11 (3.21)

cL
i = −ai+1,i(d

L
ii)
−1 where i = 1, 2, . . . , n− 1 (3.22)

dR
ii = aii + cR

i+1ai+1,i where i = n− 1, . . . , 2, 1 and dR
nn = aR

nn (3.23)

cR
i = −ai−1,i(d

R
ii)
−1 where i = n, . . . , 3, 2 (3.24)
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Figure 3.3: In blue are the blocks and in red the interaction between them. Both are for a Hallbar
geometry. On the left the electron injection and electron drain lead are combined and required
to be the topmost block. On the right, the source lead is required to be the top block and the
drain lead is the bottom block. The right method actually produces smaller blocks for a square
geometry.

which can be combined to give select blocks of the Green’s function

Gii = (−aii + dL
ii + dR

ii) (3.25)

Gij = Giic
R
i+1c

R
i . . . c

R
j for i < j (3.26)

Gij = Giic
L
i−1c

L
i−2 . . . c

R
j for i > j. (3.27)

These are reminiscent of the equations for a system cut into stripes. The stripe method can
be combined with the blocking algorithm to handle more arbitrary geometries, but the block
inversion is essentially equivalent in that case. A proper derivation is given in [35] and not
reproduced here.

3.3 Lead self-energies

To calculate the system Green’s functions, the lead self-energies must first be determined. Leads
are contacts with a certain chemical potential and are usually modeled by semi-infinite chains,
that are attached to the central region. The exact structure of this chain should be irrelevant for
the calculations, since it merely serves to inject Bloch-waves into the system. That aside, any
surface can be modeled by an appropriate semi-infinite chain this way [36]. When an external
magnetic field is introduced, the choice of magnetic field in the leads may lead to reflection of
ingoing Bloch waves and as such and it is usually best to match the structure of the lead to the
structure of the central region to avoid these problems.

The two main methods for determining the self-energy of a semi-infinite chain are by iteration
or by direct solution of the Schrödinger equation for Bloch waves.
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3.3.1 Slice Iteration

The iterative method is essentially quite simple, since it is formally just a left to right sweep of
repeating stripes.

The Dyson equation gives the Green’s functions of the chain

G0,0 = (E −H)−1 + (E −H)−1V G1,0

G1,0 = (E −H)−1V †G0,0 + (E −H)−1V G2,0

...

Gn,0 = (E −H)−1V †Gn−1,0 + (E −H)−1V Gn+1,0.

(3.28)

However, a large number of stripes are required for the Green’s function to actually converge.
The exact number depends on the specific system and the required accuracy of the result, but
generically one needs more than 104 stripes for a satisfactory result.

Figure 3.4: Schematic rendering of the iteration procedure. After evaluating Green’s functions
of two segments, they are combined into one and the new effective Hamiltonian and interaction
matrices are considered.

For this reason, a trick is used to compute a system with 2n stripes in n steps. The essential
idea is illustrated in Figure 3.4 and a proof is given in [37]. Since Vn+1 = Vn and Hn+1 = Hn,

an effective surface Hamiltonian H
(i)
s for the sites on the right of the combined stripes can be

defined. In the same manner, an effective interaction to the left V †,(i) and right V (i) and an
effective bulk Hamiltonian with two chains to the left and right H(i) can be defined.

The equations for these quantities can be written as

G(i) = (E −H(i))−1 (3.29)

V (i) = V (i−1)G(i−1)V (i−1) V (0) = V (3.30)

V †,(i) = V †,(i−1)G(i−1)V †,(i−1) V †,(0) = V † (3.31)

H(i) = H(i−1) + V (i−1)G(i−1)V †,(i−1) + V †,(i−1)G(i−1)V (i−1) H(i) = H(i) (3.32)

H(i)
s = H(i−1) + V (i−1)G(i−1)V †,(i−1) H(i)

s = H(i) (3.33)

The Green’s function G(i) is not the Green’s function for the right surface of the chain, but
the bulk of the chain. The surface Green’s function needed to calculate the self-energy of the lead
in question is

Gs = lim
i→∞

(
E −H(i)

s

)−1

, (3.34)
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where, in practice, i ∼ 15 suffices, since it corresponds to 215 = 32768 stripes to the left of the
lead-device contact.

3.3.2 Solution of the Schrödinger equation

Instead of using the Dyson equation to calculate the self-energy of a semi-infinite chain, the
Schrödinger equation for such a chain can be directly solved. The discrete Schrödinger equation
for a wavefunction Ψ = (c0, . . . , cn, . . .)

T reads

− V ci−1 + (E −H)ci − V †ci+1 = 0 (3.35)

and using the periodicity to get Bloch waves, i.e. ci = λci−1 one can rewrite it as the quadratic
eigenvalue equation

V un(±) + (E −H)λn(±)un(±)V †λ2
n(±)un(±) = 0 (3.36)

where ± indicates the propagation direction, right going (+) and left going (−). This cubic
eigenvalue equation can be rewritten as a generalized eigenvalue equation [38][(

E −H V
1 0

)
− λ

(
−V † 0

0 1

)](
ci

ci−1

)
= 0. (3.37)

For further discussion define

A =

(
E −H V

1 0

)
, B =

(
−V † 0

0 1

)
, v =

(
ci

ci+1

)
(3.38)

to rewrite Equation 3.37 into

Av = λBv. (3.39)

Some general remarks can be made about equations of this form: In general, V and V † are
singular and E −H has full rank. This implies, that A and B are also singular and the equation

B−1Av = λv (3.40)

can generally not be formed for two-dimensional systems.
The Bloch states are usually classified by two criteria. Left going or right going and propagating

or evanescent. The direction of the wave is identified by considering the sign of the velocity

vn(±) =
2a

~
Im(λn(±)vn(±)V †nvn(±)) (3.41)

The states come in pairs, for every right propagating wave, there is a left propagating one [39].
This is physically obvious, since an infinite chain is left-right inversion symmetric.

Evanescent modes can be identified by the magnitude of the corresponding eigenvalue

• |λn(+)| < 1: right-going evanescent modes

• |λn(−)| < 1: left-going evanescent modes

• |λn(±)| = 1: propagating modes
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These classifications are obvious since ci = λci−1. Due to this classification, a cutoff δ is
usually defined to omit all eigenvalues, that are not in the range

λn(±) ∈
[

1

δ
, δ

]
(3.42)

since their contribution will be negligible and will only ruin the numerical accuracy due to
very large or small values.

There are a few methods for solving such an equation

• Solve Av = λBv directly by applying a routine such as ZGGEV from LAPACK.

• Do a shift invert spectral transformation and determine the shift-inverted eigenvalues and
eigenvectors with a normal diagonalization algorithm such as ZGEEV from LAPACK [40].

• Do a shift invert spectral transformation and solve the transformed equation with Krylov-
space based methods using tricks like partitioning the space of eigenvalues and using different
shift-invert parameters in different regions. [40]

Using the solution of this equation, the surface Green’s function can be constructed by defining
the Bloch matrices

F (±) =
∑
λn(±)

λn(±)cn(±)c̃n(±), (3.43)

where c̃n is the dual basis of cn. The surface Green’s functions can then be expressed as

gL(E) = F−1
L (−)(B†L)−1

gR(E) = FR(+)B−1
R

(3.44)

for the surface of a left and a right lead respectively, where the subscript identifies the matrices
for the respective leads [41,42].

3.4 Calculation of G<

The publications [33] and [34] define recursion methods to calculate matrix elements of G<, but
in this implementation, the matrix multiplication

G< = GretΣ
<Gadv = GretΣ

<G†ret (3.45)

is explicitly performed. If all matrix elements of G< are calculated, this procedure is expensive,
since G< is not a sparse matrix. If the sparse matrix multiplication algorithm is extended to only
calculate a few matrix elements of G<, this calculation is sped up significantly. The required
matrix elements are the diagonal elements for the particle density and the entries with nonzero
hopping for the particle current.
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Topology in two-dimensional
materials

4.1 Free electrons in an external magnetic field

Including electromagnetic interactions in a Hamiltonian is achieved by replacing the derivative
with a covariant derivative for the electrodynamical gauge field A

Ĥ |ψ〉 =

[
1

2m

(
p̂− qÂ(r)

)2

+ V̂ (r)

]
|ψ〉 . (4.1)

Assuming a magnetic field in z-direction and no external electric field

∇×A = Bez. (4.2)

This equation has no unique solution for A and we have to choose a gauge to do physics. One
choice is the Landau gauge

A = xBey (4.3)

and another choice of interest is the symmetric gauge

A =
B

2
(ey − ex). (4.4)

Solving the Schrödinger equation for these two choices leads to discoveries about the motion
of electrons in an external magnetic field. The classical solution would be the cyclotron motion
of electrons and the application of an electric field at the same time would lead to a Hall drift
perpendicular to the external electric field leading to cross-conductance.

Quantum mechanically, the application of an external magnetic field leads to a condensation
of the band structure into highly degenerate Landau-levels. Of course, there is no inclusion of
electronic structure in the Hamiltonian, but its inclusion would make a simple discussion infeasible.
As such, there is some hand-waving involved in the following discussion.

For the Landau gauge, the wave functions of the electrons become

ψn,k(x, y, z) ∼ eikyHn(x+ kl2B)e−(x+kl2B)2/2l2B (4.5)

30
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where Hn is a Hermitian polynomial and lB =
√

~
eB is the magnetic length. For the symmetric

gauge, the wave functions of the lowest levels with n = 0 are

ψn,m(x, y, z) =

(
z

lB

)m
e−|z|

2/4l2B . (4.6)

These eigenstates are degenerate with respect to an angular momentum quantum number m.
The corresponding energy levels are those of the harmonic oscillator

En = ~ωB(n+
1

2
) (4.7)

with the cyclotron frequency wB = qB
m . These energy levels are highly degenerate. Every

energy level has a degeneracy of

D =
eBA

φ0
, φ0 =

2π~
e
, (4.8)

where φ0 is the magnetic flux quantum.
The degeneracy can be physically interpreted semiclassically by parcelling the area A of the

sample into parcels of area 2πl2B , such that

D =
A

2πl2B
. (4.9)

Figure 4.1: Each cyclotron orbit of an electron is enclosed in a parcel of size 2πl2B in blue. The
total area of the material is A.

This is illustrated in the comic Figure 4.1. This by no means describes the physics of the
situation adequately, since a simple change of gauge can yield nonlocal bulk states for which this
picture clearly does not apply.

4.2 The integer quantum Hall effect

From classical computations, one would expect the conductivity

ρxy =
B

ne
, (4.10)
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where n is the density of electrons. Measurements however show, that

ρxy =
2π~
e2

1

n
(4.11)

E

k

Figure 4.2: Taken from [43]. The original measurement of the quantum Hall effect by K.Klitzing.
At the bottom is the longitudinal resistivity and on top is the cross resistivity or Hall resistance
(since it is scale independent). There are clearly formed plateaus at specific regions of magnetic
field. On the left are the momentum independent Landau levels of a 2D infinite electron gas.

as observed in the initial measurement of the quantum Hall effect in Figure 4.2. This
measurement was done in a fairly clean sample at low temperatures. These two expressions
coincide, if

n =
B

φ0
ν (4.12)

and indeed, at these densities the expressions do coincide.
From this calculation however, one would naively not expect the formation of Landau levels

in a clean sample. This is due to the nontrivial contribution of a macroscopic number of bulk
states to the transport of electrons. There is no guarantee for the formation of nice plateaus as
we see them.

It is well known, that the IQHE is associated with the skipping motions of edge states due
to the external magnetic field illustrated semiclassically in Figure 4.3. Bulk states however also
contribute to the conductivity in a clean material. The suppression of the contribution due to
bulk states is due to the presence of disorder in the material. Disorder causes localization of
bulk states, but due to the extended nature of edge states due to the skipping motion, they can
not be localized. Thus only the edge states of a given Landau level contribute to transport and
the plateaus are recovered.

This is of course only true for certain types of defects, that actually only affect bulk states. If
the defects have certain structure, such that they might lead to the backscattering of the edge
states, the conductivity must be smaller than that of the quantum Hall effect. This is an aspect
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Figure 4.3: A comic of the skipping motions and cyclotron orbits, electrons perform, when an
external magnetic field in the z-direction is applied. In this case, the magnetic field points in
positive z direction.

of the study of the stability of topological phases with respect to certain types of disorder and
this is an active area of research.

+

+
+

-

-
-

-

-

-

-

Figure 4.4: On the left and on the right are depictions of a material with some random potential
as disorder. This potential will form regions of higher potential and regions of lower potentials
around which bulk states localize, turning anti-clockwise around maxima and clockwise around
minima. The left image would lead to a quantum Hall effect. In the right case, the material is
too small or the disorder too large and causes a hindrance to the IQHE.

The localization of edge states is displayed in Figure 4.4, on the left only bulk states are
insulating, but on the right backscattering of edge modes occurs. This would imply, that the
right kind of line defect might disturb the IQHE.

4.3 The Berry connection and Berry curvature

The Berry phase, Berry connection, Berry curvature and Chern number of a band structure
are uniquely determined by its topology. As such it is no surprise, that they are concepts of
differential geometry and algebraic topology. These terms can not only be discussed for band
structures, but more general Hamiltonians, that depend on adiabatic parameters.

First, we write the Hamiltonian of the system in question in the following way



34 CHAPTER 4. TOPOLOGY IN TWO-DIMENSIONAL MATERIALS

H(t) = H(R(t), λ1(t), . . . , λn(t)) (4.13)

where we distinguish fast variables R(t), which are quantities we usually solve for, like particle
positions and slow parameters P = {λ1(t), . . . , λn(t)}. This differentiation is introduced such
that the adiabatic theorem may be applied with respect to the slow change of the Hamiltonian
with respect to P. Conversely, these variables may be identified as those for which the adiabatic
theorem may be applied.

Let me now define the mathematical terms for the case of a two-dimensional band structure
to make things concrete. The manifold of parameters, the crystal momenta px, py, is the two
torus T due to the their periodicity condition. The most important fact is the nontriviality of
the fundamental group of the two-torus, since it is not simply connected. This allows the study
of nontrivial fiber bundles defined with the torus as the base space.

Define for every pair of momenta px, py the vector space of occupied states and denote it as
B(p). Since the number of occupied states is independent of momentum, these vector spaces are
isomorphic. For now, assume they are finite dimensional and of dimension n for the number of
occupied states. The structure group and connection on this fiber bundle is recognized with some
physical insight.

One recognizes, that the dynamical phase evolution of a given starting state is not the correct
solution of the adiabatically time evolved Hamiltonian prompting the definition of a geometric
phase to correct the solution. The accumulation of this phase around a loop is nonzero and the
connection associated with this parallel transport is called the Berry connection

A = 〈P| d(|P〉) (4.14)

with d being the exterior derivative in parameter space and |P〉 being a local section of a vector
bundle. Since the geometrical phase is an element of U(n) in the general case, we recognize our
construct as a U(n) bundle. The Berry curvature is simply the curvature of the Berry connection,
which is canonically defined as

F = dA+A ∧A, (4.15)

where the second term might seem unfamiliar and we will omit it promptly. Since we are
interested in noninteracting electrons, i.e. the IQHE, the term A∧A turns out to vanish, which is
a commutativity condition on the derived geometrical phases connected to degeneracies of initial
states.

The connection between parallel transport, geometrical phases, and Berry connection and
curvature is the following

|P(0)〉 = exp

(
−
∮
C

A
)
|P(1)〉 (4.16)

|P(0)〉 = exp

(
−
∮
S

F
)
|P(1)〉 , (4.17)

where C is the mentioned closed loop of parameters and S is a surface bounded by that loop.
The exponential factor is recognized as the geometrical phase and it is now obvious, that the
connection and curvature characterize the holonomies in the total space. Physically, nontrivial
curvature does not imply a nontrivial fiber bundle, but the nontrivial integral across the parameter
space does.
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This classification of fiber bundles is due to the theory of characteristic classes and more
specifically, Chern classes of a complex vector bundle. This theory implies the definition of Chern
classes, Chern characters and Chern numbers. Now, one might wonder why there is only ever talk
of the Chern number of a band structure (at least in two and three dimensions). This is simple
due to the fact, that the definitions become very simple in two and three spatial dimensions.

The Chern class of a curvature F is defined as the expression

c(F) = det

(
1 +

iF
2π

)
(4.18)

= 1 + c1(F) + . . .+ cn(F), (4.19)

where c1(F) is a 2j form called the j-th Chern class. They clearly vanish for 2j larger than
the dimension of the base manifold. As a result, there is only one nontrivial Chern class for
dimensions two and three

c1(F) = det

(
iF
2π

)
= tr

(
iF
2π

)
(4.20)

assuming the curvature has been diagonalized. The Chern numbers are then integrals of
particular sums of Chern classes, but in this case, they all reduce to

c =

∫
S

c1(F). (4.21)

The more commonly used versions of the curvature and connection are recovered by multipli-
cation with a factor of i.

4.4 Restricted Chern numbers

Concepts such as the spin Chern number are not real topological invariants, but approximate
topological invariants. The essential idea is to split the parameter manifold. This split could
be into a spin up part and a spin down part. In the case of graphene, one often considers the
valley spin and splits the manifold accordingly. This is justified by a low scattering probability
between the parts of the manifold. One then considers the manifolds as disconnected components
and defines Chern Numbers on these disconnected components. They are then named after
the variable, which has been used to separate the manifold, such as spin-Chern number or
valley-spin-Chern number, etc.

4.5 (Restricted) Chern numbers and edge physics

In this section, Chern numbers may denote a real Chern number or a restricted Chern number
depending on the circumstance. Witten describes in his lectures about topological phases in
physics [44], how the introduction of a boundary into a system can cause edge localized states
to fix a failure to be gauge invariant in a field theoretical model. This statement has not yet
been proven in general, but there exist arguments for specific types of Hamiltonians [45] [46] and
generalizations [47].

Most commonly referred to as the bulk-boundary correspondence is the relation between
topological edge modes and the difference in Chern numbers at a material boundary, i.e.
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n = ∆c (4.22)

that the number of modes equals the difference in Chern numbers. There also exist statements
about the properties of the modes, for example the chirality due to spin-Chern numbers.
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Calculation of topological
invariants

Now that some theory on the nature of topological invariants and their relevance for condensed
matter systems has been established, there is the question of how one might do a numerical
calculation of these invariants given some available electronic structure.

The two methods, I investigated are the methods due to T.Loring [48] and A. Soluyanov and
D. Vanderbilt [49] [26].

The first method essentially exactly calculates a closed parameter loop with the use of
dimensional reduction techniques and hybrid Wannier charge centers.

The second method involves local indices from K-theory to use the noncommutativity of the
position operators due to the nonlocalized states in topological phases. The equivalence of Chern
number and Bott index, which is calculated, is shown in [27].

The methods are well explained in the respective publications, so I will only shortly summarize
the original discussions.

5.1 Bott index

The mathematical background behind showing the equivalence of Bott index and Chern number,
even in certain limits, is very involved. Therefore I will only mention the publications in which
the Bott index was extensively discussed and mention some of the fields involved in passing. The
following discussion is essentially a summary of [50].

The procedure relies on the definition of periodic position observables

Û = exp

(
2πi

Lx
x̂

)
, V̂ = exp

(
2πi

Ly
ŷ

)
, (5.1)

where Lx, Ly are the sizes of a square system, that form a torus for which the invariant is
calculated. This is required such that the operator norm of position operators is not extensive. I
also define the operator P̂ onto occupied states. Then the projected periodic position observables

Û1 = P̂†Û P̂, V̂1 = P̂†V̂ P̂ (5.2)

obey certain relations. For a reasonable (bounded, gapped) Hamiltonian and large system
sizes Lx, Ly

37
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Û1Û
†
1 ≈ Û†1 Û1 ≈ 1 (5.3)

Û1Û
†
1 ≈ Û†1 Û1 ≈ 1 (5.4)[
Û1, V̂1

]
≈ 0. (5.5)

The last relation would not hold for position operators, since they have extensive operator norm.
Matrices with such commutation relations are called approximately commuting matrices.
A K-theoretic approach to define indices for such approximate relations exists and prompts the
definition of the Bott index

Bott(U, V, P ) = Re

(
1

2πi
log
(
Û1V̂1Û1

†
V̂1
†))

(5.6)

An algorithm due to these definition is as follows

• Define position operators X̂ and Ŷ for your system

• Find the projector P̂ onto the occupied states of the system

• Define quantities

U = P̂ exp
(
iX̂
)
P̂ + (1− P̂ ) (5.7)

V = P̂ exp
(
iŶ
)
P̂ + (1− P̂ ), (5.8)

the exponentials of the projections of the position operators.

• Compute all eigenvalues λi of the commutator V UV †U†

• The Bott index is

c = Re

(∑
i

log(λi)

)
(5.9)

Physically, it is clear, that the noncommutativity of the position observables is contained in
this number. The exact equality to the Chern number is nontrivial, but a proof exists for the
torus in [51].

5.2 Wilson loops for hybrid Wannier functions

The calculation of the Chern number via hybrid Wannier functions has been implemented in the
package z2pack, which is available on GitHub. For this thesis, the method has been reimplemented
as an exercise in understanding the algorithm and to use the internal format for band structures
directly for the calculation. This section is mainly a summary of [52] and [49].

An important point of this calculation is the local U(n) gauge freedom of the n Bloch functions
of occupied bands. For nonzero Chern number, the choice of gauge can not be made such that all
Bloch bands are smooth. This can quite easily be seen by considering

C =
1

2π

∮
∂Σ

A 6= 0 (5.10)
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for the gauge field, the Berry connection A. From complex analysis, this implies, that a pole
lies inside the closed loop ∂Σ. Thus a global choice of gauge can not be smooth.

This property can also discussed from a position space perspective. To fix the gauge, one
usually chooses the maximally localized Wannier functions, which are achieved by maximizing
a functional corresponding to the localization of the associated charge. There is a significant
difference between one dimension and two or higher dimensions in the ability to construct such
functions.

In one dimension it turns out, that given the projector onto occupied states P , the maximally
localized Wannier functions are obtained by Px̂P, which are smooth in position space.

In two dimensions, the choice is made difficult due to [Px̂P,P ŷP] 6= 0. Thus localization in
two spatial directions is nontrivial for a nonzero Chern number of the occupied bands.

A much simpler solution than trying to define two dimensional Wannier functions is obtained
by considering hybrid Wannier functions by only performing the Fourier transformation in
one spatial coordinate

|Rxkyn〉 =
1

2π

∫
BZ|x

dkxe
ikxRx |ψnk〉 , (5.11)

where |ψnk〉 are Bloch functions in some gauge. Now we can reduce the two-dimensional
problem into two one-dimensional components if the system is considered one-dimensional with
external parameter ky. Once this is done, hybrid Wannier charge centers can be considered, just
as for one dimension since the hybrid Wannier functions are by definition localized in the position
variable

xn(ky) = 〈0kyn|x̂|0kyn〉 . (5.12)

In one dimension it can be shown, that the Wannier charge centers are related to the Berry
phase using the identity for one dimension

xn = 〈0n| x̂ |0n〉 =
i

2π

∮
An(k)dk (5.13)

for the n-th band. When ky is considered an external parameter, this immediately transfers
to expressions for hybrid Wannier charge centers. Using this identity, one can express the Chern
number as difference of Wannier charge centers. For now, consider only a single band.

xn(π)− xn(−π) =
1

2π

[∮
Ax(ky = π)dkx

∮
Ax(ky = −π)dkx

]
(5.14)

=
1

2π

∫
BZ

[∇×A]z =
1

2π

∫
BZ

F = C (5.15)

where xn(π) − xn(−π) symbolically means the difference in hybrid charge centers after a
closed parameter loop in the Brillouin zone. The case for multiple bands is obtained by summing
over all occupied bands as usual. Physically, this is quite clear, since the difference in charge
centers is the charge pumped due to the winding of the Berry phase. The number of pumped
charges is understood to be the Chern number.

Since the Chern number is a winding number in one dimensions, the calculation required is
simply the calculation of the winding number of the function xn(ky) in one dimension. One such
calculation for the Haldane model is shown in Figure 5.1 for a parameter choice, such that the
Chern number is one.
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Figure 5.1: On the left is a plot for a Haldane system in a nontrivial topological state with Chern
number one. Marked in red is the Wannier charge center belonging to the surface state in the
gap. On the right are Wannier charge centers in of the Haldane model in a trivial phase and
there is no charge center, that winds around the circle.

Now that the theoretical background of hybrid Wannier charge centers and their relations
is explored to some extent, though more material is contained in [52], let us see, how Wannier
charge centers are found by matrix calculations. I will essentially sum up the discussion in [49].

• Find the Bloch states |uk,n〉 for your system.

• Calculate overlap matrices between different momenta

Mk1,k2
n,m = 〈uk1,n|uk2,m〉 (5.16)

for a fixed momentum in one direction.

• Take the Hermitian part of the overlap matrix, which is obtained by performing a SVD
M = V ΣW † and replacing the overlap matrix with this Hermitian matrix M = VW †

• The Wannier charge centers can be recovered as the eigenvalues of the Wilson loop

Λ =Mk0,k1Mk1,k2 . . .Mkn−1,kn . (5.17)

Label them by the fixed momentum value WLOG, the y direction xi(ky).

• The Chern number due to these charge centers is

C =
∑
n

xn(ky = 2π)−
∑
n

xn(ky = 0) (5.18)

A short explanation on the intuition behind this algorithm is in order. The condition of
the hermiticity of overlap matrices is simply the condition that the Bloch states be parallel
transported along the Berry connection. The matrix Λ obtained due to these transformations
clearly sum up the local gauge transformations to yield a non-Abelian hybrid Berry phase. Due to
the relation between Wannier charge centers and the Berry phase in Equation 5.13, the argument
of the phase can be found to be a hybrid Wannier charge center.
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Haldane model

6.1 Description of Haldane model

The Haldane model was introduced by Haldane [53] in order to show, that the essential requirement
for an IQHE is the breaking of time reversal symmetry instead of simply the presence of an
external magnetic field. The Haldane model is a two-dimensional tight-binding model defined
on the honeycomb lattice, that extends the graphene nearest neighbour model by next nearest
neighbour hopping terms. These hopping terms are constructed in such a way, that they break
time reversal symmetry, without any net magnetic flux through the graphene unit cell.

The Haldane model can be written as

HHaldane = HGraphene +HAsymmetry +HOnsite (6.1)

where

HGraphene = −t
∑
i

(
a†i bi+δ1 + a†i bi+δ2 + a†i bi+δ3

)
+ h.c. (6.2)

is the usual nearest neighbour Graphene Hamiltonian,

HOnsite = M
∑
i

a†iai −M
∑
i

b†i bi (6.3)

is an onsite term, that breaks AB symmetry and

HAsymmetry =− t2
∑
i

eiφ
(
a†iai+ν1 + a†i+ν1ai−ν3 + a†i−ν3ai

)
(6.4)

− t2
∑
i

e−iφ
(
b†i bi+ν1 + b†i+ν1bi−ν3 + b†i−ν3bi

)
(6.5)

the important term, which breaks time inversion symmetry without external magnetic field.
From the Figure 6.1, one can clearly see, that any honeycomb contains zero net flux, since the

A sublattice contributes the same magnitude, but different sign flux than the B sublattice.
The vectors used in the definition are the nearest neighbour vectors δ1, δ2, δ3 and the second

nearest neighbour vectors in clockwise direction ν1, ν2, ν3 for Graphene.
Explicitly
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BA

Figure 6.1: A honeycomb sketch of the Haldane model. In black
are the nearest neighbour hoppings of strength t1 and in blue and
red are the second nearest neighbour hopping between A and B
sublattices with amplitude t2 respectively. The phase factor in a
counter-clockwise loop is indicated in the corresponding color.
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)
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and

ν1 = a

(√
3

0

)
, ν2 =

a

2

(
−
√

3
3

)
, ν3 =

a

2

(
−
√

3
−3

)
. (6.7)

The model can be exactly solved by Fourier transformation and written in the Pauli matrix
basis as

H(k) =

[
−2t2 cos(φ)

3∑
i=1

cos(kνi)

]
1 (6.8)

+

[
2M − 2t2 sin(φ)

3∑
i=1

sin(kνi)

]
σz (6.9)

+

[
−t

3∑
i=1

cos(kδi)

]
σx +

[
−t

3∑
i=1

sin(kδi)

]
σy (6.10)

Using this analytical solution, Haldane argumented the phase diagram in Figure 6.2.
This phase diagram shows the Chern number depending on the parameters of the system.

Since the Chern number corresponds to the plateau number, there are clearly regions in which
the system exhibits an IQHE.

The phase diagram can be motivated by examining the band structures of the graphene
armchair and zigzag nanoribbons for different system parameters and observing surface states in
the band gap in the parameter subspace, where an IQHE is exhibited by the system. Except at
M = 0, the system is either a classical insulator in the white areas and a system in the quantum
Hall phase with surface states in the gap in the blue and red areas.

6.2 Results for the Haldane model

In the following section, I will apply the developed methods to an analytically solvable system
with nontrivial topology of the band structure. A system intimately related to classical IQHEs
is the Haldane model of graphene, since it exhibits only one plateau. As such it is an optimal
testing ground.
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Figure 6.2: Phase diagram of the Haldane model originally calculated in [53]. The parameter ν is
the plateau number and the Chern number. The condition for an IQHE is |M/t2| < 3

√
3|sin(φ)|

For the explicit calculations, I always used an extended model including multiple unit cells in
both spatial directions. For the calculation of the Bott index this is a requirement and for the
calculations with Wannier charge centers it is a preparation for the case of an external magnetic
field.

6.2.1 Calculation of topological invariants for the Haldane model

In this section, the model is always the classical Haldane model. We should reproduce the phase
diagram in Figure 6.2.
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Figure 6.3: In these figures is the phase diagram of the classic Haldane system calculated with the
two methods described in the theoretical part. In both cases, an extended system with multiple
unit cells was considered, a larger system for the Bott index. On the left is a calculation with
Wannier charge centers and on the left is a calculation of the Bott index. Both methods faithfully
recreate the phase diagram for systems of sufficient size.

Such a check of the methods is produced in Figure 6.3 for an extended system. Transport
calculations for this model are shown in the left plot of Figure 6.4. Wannier charge centers have
the advantage, that they already produce accurate results for a system containing a single unit
cell. For the calculation of the Bott index, multiple unit cells are required for good convergence of
the local index method. The Wannier charge center method however requires hundreds of matrix
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Figure 6.4: Transport trough two different Haldane systems. To the left the system considered
is the usual Haldane model without modification and aside from the numerical problems in the
semimetal regime, the IQHE is apparent. On the right hand side, the system is a Haldane system
with layer switching and shows transport of two modes in the topologically nontrivial regime.

operations of matrices of the system size to converge, whereas the Bott index method requires
approximately ten matrix operations.

6.2.2 Calculation of transport for the Haldane model with LSW

The model used in this section is a slightly modified Haldane model. Imagine the system to be
extended Lx/2 to the left and right of the origin and Ly/2 to the top and bottom of the origin
and bisect it at the x = 0 line. Now invert the flux below this line and keep it constant above the
line such that a boundary between a flux φ and a flux −φ is formed.

There is a difference in Chern numbers of two, whenever the classical system is in a nontrivial
phase and a difference of zero whenever the classical system is insulating. Therefore on would
expect the formation of two topologically protected modes at the boundary.

The transport calculations in Figure 6.4 show exactly the expected behavior.



Chapter 7

Background on graphene

Since this thesis will mainly be dealing with graphene based system, I will now introduce a basic
model of single layer graphene and describe some known properties of the system such as the
linear dispersion and the anomalous IQHE.

7.1 Graphene tight binding model

An illustration of the primitive vectors and nearest neighbour vectors as defined for the Haldane
model is given in Figure 7.1

Figure 7.1: The red sites denote the A sublattice and the blue sites the B sublattice of the
triangular lattice. On the left is a honeycomb lattice with the unit vectors a1 and a2. The vectors
pointing from a site of the A sublattice to all nearest neighbours are δi on the right.

The simplest model for graphene is the nearest neighbour tight binding model already defined
in Equation 6.2 for the Haldane model.

For higher order neighbour terms like next nearest neighbour interaction and so on higher
order vectors are required. This is tedious and note very informative, but one can always write

H =
∑
i

εiâ
†
i âi + t

∑
〈i,j〉

â†i âj + t2
∑
〈〈i,j〉〉

â†i âj + . . . , (7.1)

where the notation of the sublattice in the creation and annihilation operators has been

45



46 CHAPTER 7. BACKGROUND ON GRAPHENE

dropped and â†i simply denote all lattice sites. As is convention 〈. . .〉 denote nearest neighbours,
〈〈. . .〉〉 next nearest neighbours etc..

7.2 Electronic structure of graphene

The nearest neighbour model of graphene can be analytically solved by Fourier transformation
with the solution

ε(k) = ±t
√

3 + f(k)− t′f(k) (7.2)

f(k) = 2 cos
(√

(3)kya
)

+ 4 cos

(√
3

2
kya

)
cos

(
3

2
kxa

)
. (7.3)

Here, t is the nearest neighbour hopping integral and t′ the next nearest neighbour term. The
resulting band structure is illustrated in Figure 7.2,

Figure 7.2: Band structure of nearest neighbour graphene bulk using the analytic expression in
Equation 7.2. The dispersion is linear at several points, the so called Dirac points, in the Brillouin
zone.

The Dirac points of the band structure are located at the following k-points in the Brillouin
zone

K =

(
2π

3a
,

2π

3
√

3a

)
, K ′ =

(
2π

3a
,− 2π

3
√

3a

)
. (7.4)

The illustration in Figure 7.2 contains more than the Brillouin zone of the graphene unit cell
leading to the inclusion of six Dirac points.

For transport experiments and the IQHE for that matter, nanoribbons are of more interest,
since they represent finite systems with edges. The two naturally occurring edge patterns of
graphene are armchair and zigzag, corresponding to a horizontal and a vertical cut respectively.
They are illustrated in Figure 7.3.
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Figure 7.3: In this figure, the two natural edge configurations of graphene are illustrated. The
upper one is called an armchair edge and the lower one (rotated by 90 degrees wrt. Figure 7.1)
are called zigzag edges.

The 1d band structure of N stacks of nanoribbons would then show the physical properties of
a transport setup for a clean sample. These band structures are plotted in Figure 7.4.
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Figure 7.4: On the left is the 1d band structure of a stack of many zigzag nanoribbons and on
the right the same for armchair nanoribbons. The linear dispersion and zero energy edge mode at
the zigzag edges can clearly be observed.

The band structures in Figure 7.4 are also for the nearest neighbour tight binding model without
disorder or magnetic field. Other edge patterns and defects may also appear in graphene [54] and
are certainly under investigation [55]. Armchair and zigzag edges however are the most commonly
discussed and most naturally occur at the material edge.

The zigzag armchair pattern characteristically exhibits a zero energy mode, which is not
present in the armchair edge pattern. It is for this reason, that layer transitions at zigzag borders
will later be of more interest.
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7.3 The anomalous integer quantum Hall effect of graphene

Since graphene can be modeled with relativistic massless Dirac fermions, the theory of Landau
levels must be derived from the Dirac equation instead of the Schrödinger equation and this leads
to a conductance formula of the form [56]

σxy = −2e2

h
(2n+ 1), n = 0, 1, 2, . . . (7.5)

while the conductance for a simple semiconductor with the same degeneracies would be

σxy = −4e2n

h
, n = 0, 1, 2, . . . (7.6)

The zeroth Landau level is irrespective of the magnitude of the external magnetic field or
energy and thus represents the zero energy modes due to the linear spectrum in absence of a
magnetic field.
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Figure 7.5: Γ is the width of the Lorentzian used to model the landau levels for T=3K. This
shows the relation Equation 7.5 for Landau levels with finite width. Taken from [56].

The Landau levels are thus at integers n = 2, 6, 10, 14, . . .. This is shown in the illustration in
Figure 7.5. It is called an anomalous IQHE, since the conductivity is not zero on the first plateau
and the height of the first plateau is half that of the others.
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Background on bilayer graphene

Bilayer graphene is the generic name of any system consisting of two stacked layers of graphene.
Depending on the twist-angle θ between the two sheets, the physical properties will vary vastly.
The choice of twist angle also corresponds to the choice of stacking for some specific choice of
angle, where the material is identified by the sublattice sites stacked on top of each other.

Given the two atom unit cell of graphene, the triangular sublattice containing only the first
site is called the A sublattice and the sublattice containing the second basis atom is called the B
sublattice.

Figure 8.1: Illustration of Bernal stacked BLG. The green sheet is on top and the magenta sheet
is on bottom. The blue and red indicate the A and B sublattice respectively for both sheets.

The most common stacking in nature is AB or Bernal stacking shown in Figure 8.1, since
it is energetically favorable. AB stacking implies, that the site of the A sublattice of the upper
layer is on top of the B sublattice of the lower layer. Since this is the energetically most favored
geometry, BLG with any other twist angle is called strained.

Another relevant stacking is AA stacking where the twist angle is defined to be zero and
the sublattice site A is on top of the sublattice site A and the sublattice site B is on top of the
sublattice site B.

Recently magic twist angle BLG with a twist angle of 1.16◦ or 1.05◦ has become a popular
topic, since it exhibits unconventional superconductivity [57].
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8.1 Tight binding model

The Hamiltonian naturally splits into three parts

H
(AB)
BLG = H

(lower)
graphene +H

(upper)
graphene +HAB

int . (8.1)

The Hamiltonian H
(lower)
graphene and H

(upper)
graphene are the ones described in Equation 6.2 for the upper

and lower sheet of graphene. Writing the contributions out

H
(lower)
graphene = −t

∑
i

((
a

(1)
i

)†
b
(1)
i+δ1

+
(
a

(1)
i

)†
bi+δ2 +

(
a

(1)
i

)†
b
(1)
i+δ3

)
+ h.c. (8.2)

H
(upper)
graphene = −t

∑
i

((
a

(2)
i

)†
b
(2)
i+δ1

+
(
a

(2)
i

)†
bi+δ2 +

(
a

(2)
i

)†
b
(2)
i+δ3

)
+ h.c. (8.3)

HAB
int = −tz

∑
i

(
a

(2)
i

)†
b
(1)
i + h.c.. (8.4)

For the upper and lower sheet, different creation and annihilation operators are used. In this
case, the stacking is explicitly Bernal stacking and the corresponding band structure is shown in
Figure 8.2.
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Figure 8.2: band structure of nearest neighbour BLG bulk describing the line f(k) = k in k-space.

The band structure of BLG is remarkably different from that of graphene. The band structure
still closes at the K-points defined in Equation 7.4, but the dispersion is no longer linear like for
a single sheet of graphene. The dispersion for BLG is quadratic and the electrons can thus no
longer be modeled with the Dirac equation close to the Fermi energy.

The model can quite easily be generalized to arbitrary twist angles by choosing an appropriate
interaction term Hint. Of course, this term becomes quite complicated for any other stacking than
AA, AB or BA since the unit cell of the lattice becomes larger. For AA stacking, the interaction
term takes the form

HAA
int = −tz

∑
i

((
a

(2)
i

)†
ai +

(
b
(2)
i

)†
bi

)
+ h.c.. (8.5)
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As with graphene, the transport properties can more easily be seen by inspecting the nanorib-
bons of the material. The geometries of the nanoribbons, which are usually discussed are just the
same as for graphene: Armchair and zigzag, shown in Figure 8.3.

Figure 8.3: Corresponding zigzag and armchair nanoribbons for Bernal stacked BLG. The armchair
nanoribbon is on top and the zigzag nanoribbon (rotated) is on the bottom.

The one dimensional band structures of these nanoribbons are respectively shown in Figure 8.4.
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Figure 8.4: Band structures of Bernal stacked BLG nanoribbons. On the left is the zigzag
nanoribbon and on the right is the armchair nanoribbon electronic structure.

Aside from the dispersion at the K-points, the nanoribbon band structures in Figure 8.4 are
quite similar to those of graphene in Figure 7.3. Just as for the bulk band structure, the single
sheet band structure is doubled, but shifted upwards and downwards, as expected.

8.2 Anomalous integer quantum Hall effect

The IQHE for Bernal stacked BLG is also anomalous, but different from single layer graphene.
This is sensible, since the derivation of the conductance formula relied on the modeling of the
electrons with a Dirac equation, which is obviously no longer possible. However, one can make
topological arguments [58] to derive a conductance formula of the form
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σxy = −8e2

h
(n+ 1), n = 0, 1, 2, . . . (8.6)

The conductance step at zero energy is now no longer half the degeneracy of the other steps,
but the same. This implies, that the anomaly is simply a plateau at zero energy, but the plateau
step is as expected. The behavior of the different types of IQHEs is illustrated in Figure 8.5.

Figure 8.5: Hall conductance diagrams for three different types of materials in red. In blue are
the landau levels of electrons and in orange landau levels of holes. On the left is the IQHE of a
conventional superconductor and in the middle and on the right are anomalous IQHEs. Taken
from [58].

There are three different types from left to right.

• Normal semiconductor: There is no conductance at zero energy.

• BLG: There is conductance at zero energy and the height of the plateau is the same as the
first plateau of the semiconductor.

• Graphene: There is conductance at zero energy, but the height of the plateau is half that of
the first plateau of the semiconductor.

The difference is due to the intrinsically different electron behavior around the point, where
valence band and conduction band touch.

8.3 Bilayer graphene with layer switching wall

Now that the BLG material has shortly been discussed, I want to proceed to BLG with a so
called LSW.

The LSW for Bernal stacked BLG at the zigzag edge is illustrated in Figure 8.6. Such domain
walls have historically exhibited some interesting physical properties (polyacytelene) and as we
will later see this domain wall also has physically interesting properties in an external electric
field just like the Haldane model.

The model for the domain transition is quite crude, since it is rarely such a solid wall but
rather an extended area, where the linear defect is situated. As such this is only a model for
potentially more complicated smooth transitions, some of which will be discussed later. The
LSW model consists of two separate BLG models for the left and the right region and two terms
connecting the lower and the upper layer respectively.
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Top
Bottom Figure 8.6: Here are two regions of Bernal stacked BLG,

which are rotated about 180◦ with respect to each other.
There is now AB-stacked graphene on the left and BA-
stacked graphene on the right connected by hopping terms.
The top layer is green and the bottom layer is magenta.

H
(1)
LSW = −t(1)

LSW

∑
〈i,j〉

(
a

(1,L)
i

)†
b
(1,R)
j + h.c. (8.7)

H
(2)
LSW = −t(2)

LSW

∑
〈i,j〉

(
a

(2,L)
i

)†
b
(2,R)
j + h.c., (8.8)

where superscripts for left (L) and right (R) are now used to determine on which side of the
LSW the site is. The index (1) refers to the lower layer and the index (2) refers to the upper
layer. It has to be mentioned, that the angled brackets in the two terms refer to the nearest
neighbour within the sheet in the other region.

The full Hamiltonian including the LSW will then read

HLSW = H
(AB,L)
BLG +H

(BA,R)
BLG +H

(1)
LSW +H

(2)
LSW. (8.9)

Two sheets, which are coupled with the full graphene hopping integral tLSW = t will be called
fully coupled and the case tLSW = 0 will be called the decoupled regime.

8.4 Hopping integrals for arbitrary bilayer graphene sys-
tems

In the case of twist angles differing from the usual Bernal stacking or different distances between
atoms due to defects like shear or tension, the model described in [59] is used to model the
hopping integrals by appropriately adding models for the ppπ and for the ppσ overlap integrals in
bilayer graphene.

−t(Ri,Rj) = Vppπ

[
1−

(
dz
‖d‖

)2
]

+ Vppσ

(
dz
‖d‖

)2

(8.10)

Vppπ = V 0
ppπ exp

(
−‖d‖ − a0

δ

)
(8.11)

Vppσ = V 0
ppσ exp

(
−‖d‖ − d0

δ

)
, (8.12)

where d = Ri −Rj is the site distance. The overlap integrals V 0
ppπ ≈ −2.7 eV and V 0

ppσ ≈
0.48 eV are the overlap integrals for Bernal stacked intralayer and interlayer nearest neighbour
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overlaps respectively. The length d0 = 0.335 nm is the interlayer distance, a0 = 0.142 nm is the
intralayer distance and δ = 0.184a is the modeled hopping integral decay length.

Depending on the complexity of the numerical discussion of the system and the desired
accuracy of the results, an appropriate cutoff distance for these hopping integrals must be chosen.
The generic BLG Hamiltonian can then be written as

HTBLG = −
∑
(i,j)

t(Ri,Rj) |i〉 〈j|+ h.c., (8.13)

where the bracket (i, j) denotes the proper cutoff.

8.5 Bilayer graphene with layer switching wall in an exter-
nal electric field

This section is dedicated to reviewing the main results from [60] and introducing an example of a
weak topological invariant. It serves as a motivation for investigating domain walls in general as
well.

Consider an LSW with bulk BLG to the left and right of it, rotated by 180◦ with respect to
each other. They are denoted AB and BA stacking to emphasize the transition from left to right
side by rotation about 180◦ or reflection along the LSW. The left and the right bulk have thus
the same energy spectrum and physical properties. This symmetry is broken by application of an
external electric field. This symmetry breaking causes the formation of topological currents along
the LSW.

The Berry curvature is [60]

Ων(q) =
−2µνγ∆q2

q4 + γ2∆2
, (8.14)

where ∆ is the difference in onsite potential between sheets, ν = 1 when closer to K and
ν = −1 when closer to K ′, γ is a normalized energy scale of the system and µ = 1 for AB stacking
and µ = −1 for BA stacking.

Integrating this over the whole Brillouin zone gives zero. However, one can define valley spin
Chern numbers, where the Brillouin zone is only integrated in the valley corresponding to K or
K ′ respectively and get

Nν = −µν sign(∆). (8.15)

This implies, that crossing an LSW yields a absolute difference in valley Chern number of
two for each valley. Due to the bulk boundary correspondence, there should be two topologically
protected modes propagating at the LSW.

These topologically protected modes can be seen in the one dimensional band structures of
the materials including the LSW in Figure 8.7. For all three tunneling parameters between left
and right region, the topologically protected chiral edge modes in yellow and green are present.

For t
(1)
LSW > ∆, there appears a third gapless mode due to the splitting of the initially gapless

magenta bands. This is due to the fact, that the LSW tunneling induces valley scattering and
invalidates valley isospin as a good quantum number.

This valley Chern number is not an actual topological invariant, since the only the total Chern
number is an invariant, since the entire Brillouin zone must be integrated to define a topological
invariant. The topological protection of the edge modes is broken by scattering between the
valleys K and K ′ as seen in the discussion of Figure 8.7.
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Figure 8.7: Gapless modes in external electric field ∆ = 0.5 gapping the BLG. In all cases

t
(2)
LSW = 0 and t

(1)
LSW = 0.0, 0.2, 0.6 from left to right. Green ,yellow and magenta states have

degeneracy two. Taken from [60].

8.6 Transport through layer switching wall networks in bi-
layer graphene and production methods

As discussed, AB and BA stacking are energetically equivalent. In the production of BLG sheet,
regions of AB and BA stacking appear naturally with domain walls between them due to the
energy degeneracy. Depending on the production method, the density of these linear defects
varies.

I want to focus on the production method used in the experimental setup of [11] described
in [61, 62], since I wish to examine the dislocation network modeled by the hard wall model
mentioned earlier and other models, which will be introduced in chapter 9.

The graphene layers are grown on a substrate, in this case SiC, by epitaxy. LSWs as described
previously naturally form in this process.

An example for these dislocation networks in shown in Figure 8.8. An the length scale of
100 nm, there are tens of LSWs along a line, depending on the exact local geometry of the
material.

The particular nature of these defects depends on their origin, but a reasonable model for
defects along the respective nanoribbons are sheared and tensed regions of the system leading to
a smooth transition between the stackings [63]. Models for tensile and shear transition will be
discussed in chapter 9.

8.7 Bilayer graphene with twist angle

As mentioned, BLG can be classified by a twist angle θ with respect to the initial AA stacking
and the images in Figure 8.9 contain some twist angle BLG systems.

One remark is on the size of the unit cell. It should be clear, that the unit cell for 0◦ is simply
the single graphene layer unit cell. The 60◦ case is Bernal stacked graphene and the unit cell only
contains 4 sites as well. For 30◦, the unit cell is clearly larger and for 15◦ it is even larger still.
In general, a supercell for the resulting Moire pattern must be defined. Especially small twist
angles are of interest since the recent discovery of unconventional superconductivity at magic
twist angles 1.16◦ and 1.05◦ [57].
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Figure 8.8: Left image: Partial dislocation network in a bilayer membrane originating from
epitaxial graphene on SiC(0001). The image shows a composite (or superposition) of three dark-
field TEM images, taken with the three {1120} reflections, such that the full network of partial
dislocations is revealed, providing the mosaic tiling of bilayer graphene. Right image: Partial
dislocation network in which the color encodes the crystallographic Burgers vector associated
with the partial dislocations as extracted from the individual dark-field TEM data (red square on
the left). Extracted including caption from [11].

Figure 8.9: Here are some examples for twisted bilayer graphene (TBLG) with large twist angles.
The twist angles are from top left to bottom right θ = 0◦, θ = 15◦, θ = 30◦ and θ = 60◦. The
rotation center is directly on one site of the B sublattice of the upper layer. For these diagrams,
the coloring of sites is omitted.



Chapter 9

Results for bilayer graphene

There are several models for a BLG system with LSW, depending on the particular situation. In
this thesis, a hard wall model for the LSW, a LSW due to shear and a LSW due to tension will
be investigated.

The initial goal of the implementation of several invariant calculations described in previous
chapters, either with direct Chern number calculations or local index calculations, was to apply
them to the models mentioned. However, these systems must be large enough to support edge
modes due to the IQHE without finite-size effects, since the external magnetic field induces a
natural length scale into the problem. The system sizes required for the elimination of finite-size
effects are simply too large to apply any of these methods, since they require the diagonalization
of a significant part of the total system Hamiltonian.

The implementation of the transport calculation however was adequate to handle systems
large enough such that finite-size effects could be controlled. The rest of this chapter contains
these transport calculations.

9.1 Bilayer graphene models

Layer switching in a real material usually occurs due to tension or shear in the system as shown
in Figure 9.1.

Figure 9.1: Heterogeneous systems with LSWs containing BLG under shear (left) and tension
(right). The lower layer is the solid blue lattice. The upper layer is in both cases either dotted or
striped in green, orange and red respectively. Only the nearest neighbour terms are shown.

57
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The SLSW is along the armchair nanoribbon direction and the tension layer switching wall
(TLSW) is along the zigzag nanoribbon direction. Depending on the interaction cutoff (see
description of system parameters for definition) in the numerical discussion this model is fairly
realistic when describing a system in which layer switching occurs smoothly.

A simplification for the layer switching due to tension which is often used, for example when
discussing protected topological modes in an external electric field, is the HLSW model depicted
in Figure 9.2. On the left is a homogeneous system as reference.

Figure 9.2: Homogeneous and HLSW system. The lower layer is in blue and the upper layer is
striped or dotted in red and green. On the left is a homogeneous AB stacked BLG system, which
will be used as a reference system. On the right is the hard wall model for a LSW at the zigzag
nanoribbon. The upper layer is decoupled, but any effective interaction may be of interest, in
particular a fully covered upper layer.

The same simplification is in principle possible for an LSW in the zigzag nanoribbon direction,
i.e. for the LSW due to shear. This simplification however is not discussed in the mainstream
literature as far as I am aware.

To discuss the details of the IQHE, a system with only one terminal to measure conductivity
is not sufficient. The generic measurement apparatus, which I will call a Hallbar from now on, is
shown in Figure 9.3.

The region of interest, i.e. the sheared and tensed parts of the system are inserted in the
middle of the Hallbar. This allows for discussion of the longitudinal and transverse conductance
and for the observation of reflection due to the introduced LSWs. Electrons in this geometry are
injected from R and BL.

For the following discussion of sheared, tensed and hard wall systems I introduce the following
definitions and nomenclature

• Lt: Tension length parameter. The width of the TLSW is 2Ltacc. The quantity 1 + 1/Lt is
the magnitude of the tension applied.

• Ls: Shear length parameter. The width of the SLSW is 0.57Lsa. The quantity 1/Lt is the
magnitude of the shear applied.

• NT : Number of sites in the transmission calculation.

• NL: Number of sites in the LDOS calculation.

• Dc: Cutoff distance for hopping integrals between layers in the LSW, where the graphene
layers are thought of as being at the same distance as two nearest carbon atoms within a
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LSW

L R

BR

TRTL

BL

Figure 9.3: Hallbar system with TLSW. The lower graphene layer is solid blue and the upper
layer is striped green. This is the generic system which will be used to discuss the IQHE in
inhomogenous or homogeneous BLG systems in this section. It is a six-terminal structure with
a lead applied at each of the labels L, R, BL, BR, TL and TR. The electron propagation in a
homogeneous medium is indicated by blue arrows. The electron injection electrodes are also
indicated with arrows. R stands for right, L stands for left, T stands for top and B stands for
bottom.

layer, d0 = acc. The interaction within a layer is always a nearest neighbour interaction.
This parameter only makes sense in the context of sheared or tensed systems.

• φ−1
LDOS: Magnetic field value for the LDOS calculation. This value represents a physical

magnetic field, but the Fermi energies for the transport calculations were chosen to be very
large to suppress finite size effects. For this reason the resulting magnetic fields would be
unphysically large. Thus this is kept as a parameter φ−1

LDOS and not converted into a Tesla.
I still argue for the genericity of the results in section 9.8.

• EF : Fermi energy at which the calculations take place.

Here acc is the graphene carbon-carbon distance and a is the lattice spacing. The following
parameters are fixed in all calculations presented in this chapter

• The Fermi energy, at which the calculation is performed is EF = 0.35t ≈ 0.95 eV

• A random onsite disorder for all calculations is Gaussian noise with a width of ∆ = 0.05t
around zero.

The following sections will be the discussions of calculations of densities and conductance
diagrams for the various systems that were just introduced.

9.2 Results for AB stacking bilayer graphene

First, I review the IQHE results for a homogeneous BLG system as reference. Spin is not
accounted for in these calculations, so the results have to be multiplied by two for comparison
with real systems.

The calculations of transport and LDOS are displayed in Figure 9.4. The results show the
plateaus expected for an anomalous IQHE for BLG. The conductance at zero energy is σ = 2σ0
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Figure 9.4: Slab plot for a homogeneous AB stacked system. On the left is a logarithmic plot of
the LDOS ρ due to electron injection from L with a cutoff at 1× 10−4. The symbols for left and
right electrode are adopted from Figure 9.3. On the right is the corresponding transmission diagram
from L to R. The LDOS calculation is performed at an external magnetic field φ−1

LDOS = 10.5φ−1
0 .

The number of sites contained in the system used for the LDOS calculation is NL ≈ 6.5× 105. The
number of sites contained in the system used for the transmission calculation is NT ≈ 6.5× 105.

and the plateau transition steps have height σ = 2σ0 as well. The widths of the plateaus vary due
to the electronic structure of bilayer graphene at zero magnetic field causing the condensation of
bulk states into Landau levels at electronic structure dependent energies.

Another reference calculation is performed and shown in Figure 9.5 for the Hallbar geometry
introduced in Figure 9.3.

The results for the LDOS and the transmission calculations are as expected for a system in
the IQHE regime. The LDOS shows localization of edge states with consistent magnetic current
direction (clockwise). The plateau width is the same as for the Slab plot in Figure 9.4. However,
the characteristic longitudinal conductances of the IQHE at the plateau transitions can also
be observed in the transmission plot. The delocalization and scattering into states, that may
transmit to any of the sink electrodes, is expected at the plateau transitions.

9.3 Results for hard wall model

The HLSW system as sketched in Figure 9.2 is a simple model for a transition between stacking
regimes of BLG. Whether the hard wall is a good model for either sheared or tensed systems is
the central interest of this discussion. Since the hopping elements, particularly in the upper layer,
are effective interactions between the stacking regions, they may be tuned freely. The LDOS
plot does not show many details of the electron transmission. Due to this, I will only show an
example for the LDOS in a slab and for the LDOS in a Hallbar for each system type. Further
studies of dependencies on system parameters are performed by only examining the transmission
calculations and not the LDOS calculations.

The transmission calculation through a slab in Figure 9.6 of a hard wall system already
shows significant differences to the homogeneous BLG system, in the LDOS and the transmission
function. There is no clearly defined plateau structure in the transmission function, which would
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Figure 9.5: Hallbar plot for a homogeneous AB stacked Hallbar system. On the left is a
logarithmic plot of the LDOS due to electron injection from the lower left and right lead with
a cutoff at 1× 10−4. On the right are the elements of the conductance tensor. The different
conductances always have different colors and marker styles. The indices for the conductances
are as indicated in Figure 9.3. The LDOS calculation is performed at an external magnetic field
φ−1

LDOS = 10.5φ−1
0 . The number of sites contained in the system used for the LDOS calculation is

NL ≈ 5× 105. The number of sites contained in the system used for the transmission calculation
is NT ≈ 1.5× 105.
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Figure 9.6: Slab plot, see Figure 9.4, for a system with HLSW. The LDOS calculation is
performed at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The lower layer is fully coupled

t
(1)
LSW = t. The upper layer is decoupled t

(2)
LSW = 0. The number of sites contained in the system

used for the LDOS calculation is NL ≈ 6.5× 105. The number of sites contained in the system
used for the transmission calculation is NT ≈ 6.5× 105.

be expected for the IQHE and the reason can be seen in the LDOS plot. The edge modes of
the IQHE tend to propagate along the LSW and reflect back into the left part of the system.
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There is some correlation between plateaus in the homogeneous system and the structure of
the transmission for this system, but the transmission function is unexpectedly chaotic and we
therefore turn to the Hallbar system for more insights.
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Figure 9.7: Hallbar plot, see Figure 9.5, for a Hallbar system with HLSW. The LDOS calculation
is performed at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The lower layer is fully coupled

t
(1)
LSW = t. The upper layer is decoupled t

(2)
LSW = 0. The number of sites contained in the system

used for the LDOS calculation is NL ≈ 5× 105. The number of sites contained in the system
used for the transmission calculation is NT ≈ 1.5× 105.

The results for the Hallbar geometry of the HLSW with decoupled upper layer are shown in
Figure 9.7. Just as in the case of the slab geometry, there is clear propagation along the LSW and
the mode from R to TR is unperturbed by the change in geometry, as expected. The transmission
diagram confirms, that the transmission from R to TR is unperturbed.

The transmission from BL to BR and from BL to TL however, shows interesting structure. For
a homogeneous BLG system, one would expect the zero energy conductance to be σBL→BR = 2σ0

and σBL→TL = 0. In this case, both have the value σ0, which reflects the fact, that only one of
the graphene layers is coupled and the zero energy mode in the upper layer cannot propagate to
BR.

As expected, the transmissions fulfill σBL→BR + σBL→TL = σR→TR, which reinforces the
intuition, that the modes propagating from BL to BR simply propagate along the introduced
LSW. σBL→BR and σBL→TL have about the same magnitude averaged across a single plateau,
which is reminiscent of the splitting of the zero energy modes. The propagation contributing
to σBL→TL seems to be preferred in the middle of a plateau and σBL→BR at the edges of a
plateau, which is likely due to a similar effect as the existence of the longitudinal conductance in
a homogeneous system. At the beginning and end of the plateau, there exist states to scatter into,
that are filled in the middle of the plateau thus making transmission along the LSW more likely.

In Figure 9.8, the transmission diagram for t
(2)
LSW = t is shown. The transmission from R to

TR is unchanged, as expected. The transmissions σBL→BR and σBL→TL are in contrast entirely

different. At zero energy, the zero energy states do not split as is the case for t
(2)
LSW = 0, since

there is no need for the state in the upper layer to propagate along the LSW. Similar to the
previous case σBL→BR + σBL→TL = σR→TR near plateau centers, since the transmission either
transmits across the LSW or propagates along it. The transmission σBL→TL is in general much
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Figure 9.8: Transmission calculation like
in Hallbar plot, see Figure 9.5, for a
Hallbar system with HLSW. The lower

layer is fully coupled t
(1)
LSW = t. The up-

per layer is fully coupled t
(2)
LSW = t. The

number of sites contained in the system
used for the transmission calculation is
NT ≈ 1.5× 105.

smaller than for decoupled upper layers, propagation in the upper layer is now no longer confined
to the left half of the system. Here the transmission σBL→BR is preferred in the middle of plateaus
rather than at plateau transitions. A similar explanation as in the previous case is reasonable.

Thus the case t
(2)
LSW = t is not qualitatively different from t

(2)
LSW = 0, but rather different in

the specific numerical values of the transmissions, which is intuitive.

9.4 Results for layer switching wall due to shear

This section contains calculations for systems with SLSW depicted in Figure 9.1. Since the LSW
here is along the armchair ribbon, this model is fundamentally different from all other models
investigated in this thesis. The SLSW is also a good model for transitions due to TBLG and is
therefore particularly interesting.

The density calculation and transmission calculation for a BLG slab with SLSW are displayed
in Figure 9.9. Just as for the HLSW system the LDOS calculation shows an increased density
in the region of the LSW. The transmission calculation reflects this increase. The transmission
calculation resembles a conventional quantum Hall effect except for the increases and decreases
in conductivity around plateau transitions. In the homogeneous system in Figure 9.4, there are
seven plateaus in the interval being studied. In the calculation for the SLSW system in Figure 9.9,
there are only four plateaus in this interval and the plateau transitions for the homogeneous and
SLSW case do not coincide. The transmission has additional structure, which mostly corresponds
to plateau transitions in the homogeneous material, where there are none in the BLG system with
SLSW. In the Hallbar calculation, there is an explicit comparison to a homogeneous material, so
I will continue the discussion with the Hallbar system.

The results for the equivalent Hallbar system are shown in Figure 9.10. Just as for the slab
calculation the LDOS calculation for the Hallbar shows an increased density in the LSW region.
Due to the small size of the LSW there is no way to distinguish contributions to the conductance
due to the tranisition from AB or BA to LSW and contributions in the center of the LSW. As
expected, the transmission from R to TR, σR→TR, is not affected by the introduction of an SLSW
into the system since AB and BA stacking are equivalent without external electric field. Just as
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Figure 9.9: Slab plot, see Figure 9.4, for a SLSW system. The LDOS calculation is performed
at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The cutoff between the two layers in the LSW is

short, Dc = 1.3acc. The shear width parameter is LS = 44. The number of sites contained in the
system used for the LDOS calculation is NL ≈ 4.1× 105. The number of sites contained in the
system used for the transmission calculation is NT ≈ 1.2× 105.
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Figure 9.10: Hallbar plot, see Figure 9.5, for a Hallbar system with SLSW. The LDOS calculation
is performed at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The cutoff between the two layers

in the LSW is long, Dc = 4acc. The shear width parameter is LS = 44. The number of sites
contained in the system used for the LDOS calculation is NL ≈ 1.2× 106. The number of sites
contained in the system used for the transmission calculation is NT ≈ 2.3× 105.

for the HLSW case, σBL→BR + σBL→TL ≈ σR→TR near plateau centers, which should be the case
if there are minimal finite-size effects. The transmission function is structurally similar to the slab
calculation in Figure 9.9, but there are differences between the transmission in Figure 9.9 and
σBL→BR in Figure 9.10. I should mention, that the slab system is larger than the corresponding
central region in the Hallbar system, since the simulation of more electrodes introduces more
complexity into the calculation. A discussion of finite-size effects in section 9.6 will illuminate this
aspect of the differences between the transmission functions. Ignoring regions close to plateau
transitions in σR→TR, both σBL→BR and σBL→TL approximately have a monotonically increasing
plateau structure characteristic of an IQHE. The conductance jumps of σBL→BR and σBL→TL
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coincide with conductance jumps in σR→TR. There is however no obvious frequency with which
the conductances σBL→BR and σBL→TL jump, since they are sometimes constant over the range
of two plateaus in σR→TR and sometimes only over the range of one plateau. The magnitude and

structure of the conductances is more similar to the t
(2)
LSW = 0 case than the t

(2)
LSW = t case, but

neither have conductance functions that are particularly similar to Figure 9.10.

10 20 30 40
1/

0

2

4

6

8

10

12

14

[2e
2

h
]

R TR
R TL
R L
R BR

BL TR
BL TL
BL L
BL BR

10 20 30 40
1/

0

2

4

6

8

10

12

14

[2e
2

h
]

R TR
R TL
R L
R BR

BL TR
BL TL
BL L
BL BR

Figure 9.11: Transmission calculation like in Hallbar plot, see Figure 9.5, for a Hallbar system
with SLSW. The cutoff between the two layers in the LSW is long, Dc = 4acc. On the left
Ls = 100 and on the right Ls = 150. For both calculations The number of sites contained in the
system used for the transmission calculation is NT ≈ 2.3× 105.

The case Ls = 44 is the intermediate length scale of a SLSW, but a particularly interesting
case is the limit of an infinitely long SLSW describing a very smooth transition from AB to BA
stacking. The examination of this limit is shown in Figure 9.11. Aside from the very edge of
the magnetic field interval under consideration, the case Ls = 100 and Ls = 150 have essentially
identical conductance diagrams. This hints towards convergence of the conductance with respect
to the LSW width, which will be more thoroughly examined in section 9.10. It is also sensible,
that the convergence of the conductance would depend on the value of the external magnetic
field, since the magnetic length would be larger for larger φ−1. The conductance σBL→TL is no
longer approximately monotonous, but the conductance σBL→BR shows more obvious plateaus
than the Ls = 44 case. There are still features due to plateau transitions in σR→TR, where none
in σBL→TL occur, but they are far less pronounced than for a smaller SLSW. Since the reduced
features were increases in σBL→TL it makes sense, that they are reduced by a larger SLSW.

9.5 Results for layer switching wall due to tension

This section contains calculations for BLG systems with a TLSW depicted in Figure 9.1. One
may interpret the HLSW as an effective model for the TLSW. Thus it would stand to reason to
expect similar results, if the hard wall is an adequate model.

The LDOS calculation and transmission calculation for a BLG slab with TLSW are displayed
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Figure 9.12: Slab plot, see Figure 9.4, for a tensed system. The LDOS calculation is performed
at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The cutoff between the two layers in the LSW is

short, Dc = 1.3acc. The tension length parameter is LT = 60. The number of sites contained in
the system used for the LDOS calculation is NL ≈ 4.7× 105. The number of sites contained in
the system used for the transmission calculation is NT ≈ 1.4× 105.

in Figure 9.12. The LDOS calculation also shows conductance along the TLSW, as expected by
now. However, the contributions to the propagation along the LSW are now clearly extended in
the entire LSW, which was not clear in the SLSW case. The contribution to the conductance
due to the transition from left system side to LSW is also clearly distinguished. Considering
that the propagation of modes in the applied external magnetic field must be clockwise, the only
explanation for the propagation along the right side of the LSW is that the contribution was first
transmitted through the LSW. The transmission function in Figure 9.12 does not show a clear
plateau structure like Figure 9.9. Some features could be identified as plateaus, but the structure
is mostly chaotic.
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Figure 9.13: Hallbar plot, see Figure 9.5, for a tensed system. The LDOS calculation is
performed at an external magnetic field φ−1

LDOS = 10.5φ−1
0 . The cutoff between the two layers in

the LSW is short, Dc = 1.3acc. The tension length parameter is LT = 60. The number of sites
contained in the system used for the LDOS calculation is NL ≈ 8.1× 105. The number of sites
contained in the system used for the transmission calculation is NT ≈ 2.0× 105.
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The results for the equivalent Hallbar system are shown in Figure 9.13. The LDOS calculation
for the Hallbar system yields essentially the same result as shown in Figure 9.12 with an additional
mode from R to TR. The conductivities σBL→TL and σBL→BR still show more chaotic structure
than the SLSW system and plateaus are not as clearly distinguishable. When away from the
edges of plateaus however, σBL→TL and σBL→BR are constant up to fluctuations of the order of
σ0. These deviations are significant and make the characterisation into plateaus difficult, but
this points to some genericity of the development of a plateau-like structure in σBL→BR albeit
with different plateau transitions than σR→TR. When close to the edge of a plateau, σBL→TL

increases and σBL→BR decreases due to the availability of states to scatter into, that contribute to
transverse conductance. As opposed to the SLSW calculation σBL→BR is not 2σ0 across the first

plateau similar to the t
(2)
LSW = 0 case for a HLSW system. Since the classification into plateaus is

not obvious for the Lt = 60 case, larger TLSW calculations might decrease the fluctuations just
as for the SLSW system.
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Figure 9.14: Transmission calculation like in Hallbar plot, see Figure 9.5, for a tensed Hallbar
system. The cutoff between the two layers in the LSW is long, Dc = 4acc. On the left Lt = 100
and on the right Lt = 100. For both calculations The number of sites contained in the system
used for the transmission calculation is NT ≈ 2.0× 105.

The calculation for larger TLSW widths is shown in Figure 9.14. Unlike the SLSW system, there
is no obvious formation of plateaus in σBL→BR even for large values of Lt. For larger magnetic fields,
there are regions where the conductances only vary between neighbouring conductance quanta.
In the interval φ−1 ∈ [0, 10], σBL→BR ∈ [σ0, 2σ0] and for φ−1 ∈ [10, 19], σBL→BR ∈ [2σ0, 3σ0].
The last interval where is this obvious is φ−1 ∈ [22, 28], where σBL→BR ∈ [4σ0, 5σ0]. Similarly to
the SLSW case it is sensible, that these properties would depend on the particular value of the
external magnetic field and a more exhaustive study will be performed in section 9.11.
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9.6 Discussion of finite-size effects

I have mentioned in the introduction to this chapter, that the introduction of a magnetic length
scale into the system requires the definition of large systems in order to avoid finite-size effects.
The magnitude of finite-size effects is clearly magnetic field dependent and it is of great importance
to check the previous calculation for convergence with respect to system size. The LSW regions of
the slab calculation are larger than the Hallbar system and a finite-size discussion of all Hallbar
systems with LSW is sufficient. I will discuss three system sizes for TBLG with and without
coupling, SLSW and TLSW each. Every system calculation has a different disorder configuration,
but the results discussed in this section are largely disorder independent (not shown).
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(a) N ≈ 1.6× 105
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(b) N ≈ 2.0× 105
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(c) N ≈ 2.7× 105

Figure 9.15: HLSW Hallbar system finite-size analysis for transmission diagrams, see Figure 9.5

for a description of transmission diagrams. The lower layer is fully coupled t
(1)
LSW = t. The upper

layer is decoupled t
(2)
LSW = 0.

A finite-size study for HLSW systems with decoupled upper layer is shown in Figure 9.15.
Comparing 9.15a, 9.15b and 9.15c, it is clear that there are some finite-size effects in the
calculation of smaller systems. Particularly in the transmissions σBL→BR and σBL→TL in the
regime of smaller magnetic field (the last three plateaus), features are still changing with system
size. Increases and decreases in the conductivity are sharper for higher system sizes in this region.
For smaller plateaus however, the system has already converged to a satisfactory degree for the
smallest system size. The general shape of the conductivities does also not change with system
size.

A finite-size study for HLSW systems with fully coupled upper layer is shown in Figure 9.16.
Increasing the coupling between left and right sheet should not affect finite-size effects and this
is reflected by comparing Figure 9.16 to Figure 9.15. The finite-size analysis for systems with
coupling is essentially the same. The conductance for earlier plateaus is already converged for
small system sizes and the features for later plateaus become sharper with increased system size.

A finite-size study for SLSW systems is shown in Figure 9.17. The conductance functions
for all three system sizes are almost identical, particularly for the first four plateaus. After that
some features show minor change change with system size at plateau transitions. The increases
and decreases due to plateau transition become more localized with larger system size.

A finite-size study for TLSW systems is shown in Figure 9.18. Due to the strong fluctuations
of σBL→TL and σBL→BR in TLSW systems, discussing finite-size effects is more difficult than for
HLSW and SLSW systems. Like for the other system types, the conductance across the first
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(b) N ≈ 2.0× 105
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Figure 9.16: HLSW Hallbar system finite-size analysis for transmission diagrams, see Figure 9.5

for a description of transmission diagrams. The lower layer is fully coupled t
(1)
LSW = t. The upper

layer is fully coupled t
(2)
LSW = t.
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(a) N ≈ 1.4× 105

10 20 30 40
1/

0

2

4

6

8

10

12

14

[2e
2

h
]

R TR
R TL
R L
R BR

BL TR
BL TL
BL L
BL BR

(b) N ≈ 1.8× 105

10 20 30 40
1/

0

2

4

6

8

10

12

14

[2e
2

h
]

R TR
R TL
R L
R BR

BL TR
BL TL
BL L
BL BR

(c) N ≈ 2.3× 105

Figure 9.17: SLSW Hallbar system finite-size analysis for transmission diagrams, see Figure 9.5
for a description of transmission diagrams. The cutoff between the two layers in the LSW is long,
Dc = 4acc. The shear width parameter is LS = 44

four plateaus is similar for all system sizes. But even for large external magnetic fields, there
are differences between 9.18b and 9.18c close to plateau transitions. In particular the shape of
σBL→TL and σBL→BR differs near the third plateau. These changes however are fairly small in
magnitude and given the satisfactory convergence of all other system types for these system sizes,
using either the system size in 9.18b or the one in 9.18c should be fine in the parameter range
under consideration. The existence of finite-size effects for these systems however cannot be ruled
out as confidently as for the other system types and finite-size effects should be kept in mind
when discussing TLSW systems in other sections.

Generically, systems in the regime of 1× 105 to 2× 105 sites are sufficient to discuss the first
four plateaus of the magnetoconductance and systems of the order 2× 105 to 3× 105 are required
to discuss the full range of magnetic field shown in previous calculations. Even for larger plateaus,
smaller system sizes should be sufficient to determine generic features of the conductivity shapes,
but finite-size effects must be considered if such calculations are discussed.
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(b) N ≈ 2.0× 105
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(c) N ≈ 3.0× 105

Figure 9.18: TLSW Hallbar system finite-size analysis for transmission diagrams, see Figure 9.5
for a description of transmission diagrams. The cutoff between the two layers in the LSW is long,
Dc = 4acc. The tension length parameter is LT = 60.

9.7 Discussion of interaction cutoff effects

Another important parameter of the simulation is the cutoff distance Dc. For regular BLG and
HLSW systems I chose Dc, such that only nearest neighbour hopping terms are nonzero. This
should be adequate to discuss the IQHE. For TBLG systems and systems with shear and tension
however such an early cutoff might not model the physics properly. Thus convergence with respect
to Dc should be checked for SLSW and TLSW systems.
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Figure 9.19: Parameter study of the cutoff distance Dc for different external magnetic fields φ−1

for a SLSW system. The three plots show the conductance in color with the cutoff distance
Dc on the y-axis and the magnetic field on the x-axis. On the left is σBL→BR, in the middle is
σBL→TL and on the right is σR→TR. The number of sites in the system used for the transmission
calculations is NT ≈ 2.3× 105. The shear width parameter is LS = 44.

In Figure 9.19 a calculation of different cutoff distances for SLSW systems is shown. The
magnetoconductance shows a large jump at the value Dc ≈ 1.73 (position of red line). In
the interval Dc ∈ [0, 1.73], the contribution to σBL→BR in the right plot is much larger and the
contribution to σBL→TL much smaller than to the right of the jump. The dependence on the cutoff
distance to the right of the jump is strong and there is no obvious plateau structure for σBL→BR

in this regime. To the right of the jump, in the interval Dc ∈ [1.73, 4.0], the magnetoconductance
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changes less rapidly with Dc and there is a more apparent plateau structure when near the
plateau centers of σR→TR. The magnetoconductance functions show good convergence for values
of Dc > 3.0. The reference parameter study of σR→TR is independent of Dc, as it should be.
Ultimately the structure of the calculation in Figure 9.10 is well converged and a choice of
Dc = 4.0 is adequate for all further studies.
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Figure 9.20: Parameter study of the cutoff distance Dc for different external magnetic fields φ−1

for a SLSW system. The three plots show the conductance in color with the cutoff distance
Dc on the y-axis and the magnetic field on the x-axis. On the left is σBL→BR, in the middle is
σBL→TL and on the right is σR→TR. The number of sites in the system used for the transmission
calculations is NT ≈ 2.0× 105. The tension length parameter is LT = 60.

In Figure 9.20 a calculation of different cutoff distances for TLSW systems is shown. Just
as for all calculations, the magnetoconductance for this system types shows much stronger
fluctuations than for the SLSW systems. Similarly to the SLSW case, there is a strong jump in
the transmission function for a particular value of the cutoff distance. For the TLSW system this
value is Dc ≈ 1.78 (position of red line). The change in transmission however is not as pronounced
as in the SLSW case and the plateaus one to four are most affected, whereas the larger plateaus
do not exhibit such a jump. There is a strong dependency on Dc in both σBL→BR and σBL→TL

below Dc ≈ 2.3. After that, there is another minor change in conductance at Dc = 3.0, where the
decrease due to the fourth plateau transition in σR→TR becomes larger. After Dc = 3.0 however,
the magnetoconductance is well converged keeping in mind the usual conductance fluctuations.
As such the calculation for Dc = 4.0 in Figure 9.13 and all other studies of the system presented
in this thesis should be appropriately converged with respect to the numerical hopping integral
cutoff Dc.

The strong changes in the structure of the magnetoconductance calculations at particular
values of Dc make sense, since they correspond to the inclusion of particular hopping elements in
the BLG lattice. In the case of the Dc ≈ 1.7 jump hoppings between sites of the same sublattice
are added respectively.

9.8 Systems at other Fermi energies

As mentioned in the discussion of the parameters for all previous calculations, the Fermi energy
of all systems under consideration was 0.95 eV ≈ 0.35t. To identify energy dependencies a small
study of the Fermi energy as system parameter is performed for HLSW with fully coupled upper
sheet, SLSW and TLSW systems. A small Fermi energy is difficult to investigate, since it requires
smaller magnetic fields and thus larger length scales to suppress finite-size effects. Thus a large
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parameter study of very low-energy properties with a discrete model is currently not feasible due
to computing time constraints.
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Figure 9.21: Fermi energy study. Transmission for HLSW N ≈ 1.6× 105 (left), SLSW N ≈
1.7× 105 (middle), TLSW N ≈ 1.8× 105 (right) systems. The energies are EF = 0.85 eV (top),
EF = 0.9 eV (middle), EF = 0.95 eV (bottom).

The Fermi energy study is shown in Figure 9.21. The first obvious observation for all three
system configurations is the difference in the Landau level filling for different Fermi energies. At
lower energies and the same magnetic field, fewer bands will be filled and thus an analysis of
the same region of magnetic field values at smaller Fermi energies will show a smaller number of
plateaus. This is the essential reason why a large Fermi energy was used to perform calculations.
To observe larger fillings for smaller energies, one would require smaller magnetic fields and thus
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larger systems to avoid finite-size effects.
There are changes to the plateau structure of σR→TR at different energies, but that is to

be expected, since a different underlying band structure at a particular Fermi energy without
magnetic field leads to different plateau transition positions. In particular, the width of the third
plateau in σR→TR decreases for smaller Fermi energies.

For all three system configurations under consideration the general shapes of σBL→BR and
σBL→TL are remarkably similar for different energies supporting the generality of the discussed
results. Although the generic shapes of σBL→BR and σBL→TL are energy independent, there are
also features, that warrant closer inspection.

For the HLSW systems on the left, the conductivities under consideration are largely the
same except for two particular structures. The increase of σBL→BR and decrease of σBL→TL at
the transition from fourth to fifth plateau are attenuated for smaller energies. The transition
from a smaller peak in σBL→BR to a larger one from EF = 0.85 eV to EF = 0.9 eV and finally to
EF = 0.95 eV is apparent. There is also a decrease in σBL→TL at the transition from second to
third plateau for EF = 0.95 eV, whose width decreases for EF = 0.9 eV and has entirely vanished
for EF = 0.85 eV

For the SLSW systems, the plateau structure is preserved in the range of interest. The
conductance σBL→BR is shifted to larger φ−1 for smaller Fermi energies. This causes structure
in the conductance σBL→TL, namely peaks around φ−1 = 22 and φ−1 = 32, due to the offset
between plateau transitions in σR→TR and σBL→BR. The two conductances for the Fermi energy
EF = 0.95 eV merely seem to be well aligned such that σBL→TL has a plateau structure as well.
Thus the plateau structure in σBL→BR is generic for energies in the considered range, but the
plateau structure of σBL→TL is not. The width change of the third plateau is also reflected in the
width of the peak in σBL→TL near that transition.

Just as for the previous two system types, the general shape of the conductance calculations
is similar for all three energies considered aside from the change in filling due to changed electron
density at any particular value of φ−1. Like for the HLSW calculations the change in width of
the third plateau causes changes in the conductances σBL→TL and σBL→BR. Aside from that
the general shape of the conductances is energy independent, but the particular fluctuations do
change with energy. For example, the exact structures of σBL→TL and σBL→BR around the fifth
plateau clearly show a small energy dependence. However, the instability of this system type with
respect to parameter changes has already been established and this behaviour is not surprising.

For all three system types, changes of features in the region between φ−1 = 15 and φ−1 = 23
for EF = 0.95 eV coincide with the decrease in the width of the third plateau for smaller Fermi
energies. It seems reasonable, that the magnetoconductivity for LSW systems would reflect the
changes in the homogeneous systems.

In conclusion, there are changes in the conductivities with Fermi energy. This behaviour
however is not unexpected, since the homogeneous system conductance also changes with energy.
These changes however do not fundamentally change the previous discussions of these systems
and this is a good indicator that the discussed properties like plateau formation are generic, at
least in the energy range investigated.

9.9 Parameter study of the hard wall coupling strength

The most physically relevant factor in the HLSW system is the coupling strength between regions.

Thus I performed a parameter study of the coupling strength t
(2)
LSW for these systems. Up until

now, only t
(2)
LSW = 0 and t

(2)
LSW = t as limiting cases haven been considered and they yielded

significantly different results. Thus a strong dependence of the conductance on t
(2)
LSW is expected.
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Figure 9.22: Parameter study of the HLSW interaction strength t
(2)
LSW for different external

magnetic fields φ−1 for a HLSW system. The three plots show the conductance in color with

the HLSW interaction strength t
(2)
LSW on the y-axis and the magnetic field on the x-axis. On the

left is σBL→BR, in the middle is σBL→TL and on the right is σR→TR. The number of sites in the
system used for the transmission calculations is NT ≈ 1.6× 105.

The dependence of the conductance on t
(2)
LSW for various external magnetic fields is shown

in Figure 9.22. Only σR→TR, σBL→BR and σBL→TL are shown, since they are the only relevant
elements of the conductance tensor when not at a transition between plateaus. The behaviour of
the other conductivities at the plateau transition is not of interest, since they strongly depend on
the particular geometry and disorder configuration of the system. On the right of Figure 9.22 is a
calculation of σR→TR, which is independent of the coupling strength between upper layers. This
quantity serves as a reference to the plateau structure in a homogeneous system where plateau
transitions are indicated by red stripes.

In the middle plot in Figure 9.22, σBL→BR is shown. It does not seem as if the limiting

cases t
(2)
LSW = 0 and t

(2)
LSW = t have special properties, that differentiate them from the other

values of t
(2)
LSW. Generically, t

(2)
LSW is larger for larger t

(2)
LSW, but the increase is not monotonous

for all external magnetic field values. Notably, σBL→BR = σ0 for values around t
(2)
LSW = 0 and

σBL→BR = 2σ0 for values around t
(2)
LSW = t for the first plateau confirming the results from the

magnetoconductance discussion of the limiting cases. Since there was no obvious plateau structure
for any of the limiting cases, this calculation confirms that there is no plateau structure for any

value of t
(2)
LSW ∈ [0, t]. The tendency of a larger magnitude in σBL→BR close to the centers of

plateaus also persists for all t
(2)
LSW under consideration.

On the left of Figure 9.22 is the calculation of σBL→TL, which is redundant since σBL→BR +
σBL→TL = σR→TR. The features of σBL→TL are thus simply an inversion the the features of

σBL→BR, being larger closer to plateau transitions, decreasing for larger t
(2)
LSW and showing no

obvious plateau structure.

9.10 Parameter study of the shear layer switching wall
width

For SLSW and TLSW systems, the parameter of greatest physical interest is the extent of the
LSW region.

Thus an extensive parameter study of Ls for different magnetic fields is shown in Figure 9.23.
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Figure 9.23: Parameter study of the SLSW width Ls for different external magnetic fields φ−1 for
a SLSW system. The three plots show the conductance in color with the SLSW width Ls on the
y-axis and the magnetic field on the x-axis. On the left is σBL→BR, in the middle is σBL→TL and
on the right is σR→TR. The number of sites in the system used for the transmission calculations
is NT ≈ 2.3× 105. The cutoff between the two layers in the LSW is long, Dc = 4acc.

On the right is the calculation of σR→TR for different shear widths. As one would expect,
the calculation reveals a plateau structure, that is independent of the shear width, since, the
contribution from R to TR is spatially far away from the SLSW. There are some fluctuations in
the conductance for values of the external magnetic field φ−1 where plateau transitions occur,
but this is also expected since states actually delocalize and the particular structure of the SLSW
can influence the propagation.

On the left in Figure 9.23 is the equivalent calculation for σBL→BR. As expected the conduc-
tance varies strongly with Ls. The features due to plateau transitions are also visible here and
look similar to the ones in σR→TR. The hypothesis of convergence for large Ls is also confirmed by
these calculations. At a value of approximately Ls = 100 there are no longer any major changes
near the center of plateaus. This calculation also confirms that the convergence depends on the
external magnetic field, converging earlier for a stronger external magnetic field and later for a
weaker external magnetic field. These convergence features are not clear enough to definitively
classify them as parabolic, as they should be if they are proportional to the magnetic length, or
some other functional dependence. The non-converged values in the small shear width limit are
generically smaller than the values in the large shear width limit. This is sensible, if the SLSW
were to be modeled by some potential wall that is thicker for a wider SLSW.

In the middle in Figure 9.23 is the study of σBL→TL. This is of course redundant, since for all
values of φ−1 except plateau transitions, σBL→TL +σBL→BR = σR→TR. This calculation confirms,
that the large shear width limit of σBL→TL is not a monotonous plateau structure. However,
since the limits of σBL→TL and σR→TR both have plateau structure, so does σBL→TL, just not a
monotonous one.

9.11 Parameter study of the tension layer switching wall
width

Similar to the shear width parameter analysis, this section contains a tension width parameter
discussion. In particular differences and similarities between the two system types are of interest.

The parameter study of Lt is shown in Figure 9.24. The calculation on the right for σR→TR is
equivalent to the one in Figure 9.23 and the discussion is also the same. The results for σBL→BR
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Figure 9.24: Parameter study of the TLSW width Lt for different external magnetic fields φ−1 for
a TLSW system. The three plots show the conductance in color with the TLSW width Lt on the
y-axis and the magnetic field on the x-axis. On the left is σBL→BR, in the middle is σBL→TL and
on the right is σR→TR. The number of sites in the system used for the transmission calculations
is NT ≈ 2.0× 105. The cutoff between the two layers in the LSW is long, Dc = 4acc.

and σBL→TL however differ from the SLSW results significantly, as the previous discussions
already suggested. The fluctuations that were visible in the magnetoconductance calculations are
also present in the left and middle images shown in Figure 9.24.

The left image in Figure 9.24 shows σBL→BR. The conductance has the value σ0 for large
values of Lt, but the value 2σ0 for the small Lt limit on the first plateau. Just as for the SLSW
system, σBL→BR is generically larger for larger Lt with the same physical interpretation. The
TLSW system also has the magnetic-length dependent convergence structure, similar to what
was described for the SLSW systems. The stripes due to plateau transitions in σR→TR are also
visible. There is however no obvious limit for large Lt, since there are persistent fluctuations in
σBL→BR, even for large Lt. Within the range of these fluctuations, which are of the order σ0,
σBL→BR assumes a plateau structure for large Lt.

The conclusions for σBL→TL in the middle of Figure 9.24 are essentially the same as for the
SLSW system, considering the fluctuations which seem natural to the system type. There is a
non-monotonous plateau structure within the range of the fluctuations mentioned for large Lt.



Chapter 10

Summary and Outlook

10.1 Summary

I will begin the summary of this thesis with a short physical motivation of the discussed topics.
Recently, interest in BLG systems has increased rapidly for various reasons. One is the existence
of anomalous superconductivity at magic twist angles. Another is the natural formation of
topologically conducting channels in epitaxially grown BLG. The latter is what motivated this
thesis. An external electric field induces interesting properties in BLG systems with LSW and
there exists an anomalous IQHE for BLG. This naturally lead to the question, how BLG systems
with LSWs would behave when subjected to an external magnetic field. That is the fundamental
question of this thesis.

To answer this question, various computational tools were developed. One method to identify
different properties of systems in the IQHE regime is the calculation of transport properties, see
chapter 2, which is possible for very large system sizes. Various numerical methods, all roughly
based on the recursive Green’s function method, were implemented in chapter 3. Another method
for system classification is the calculation of topological invariants for the relevant systems. Two
methods were implemented, the Wannier charge center method and the Bott index method, in
order to calculate the Chern number for systems in the IQHE regime. Refer to chapter 4 for
the theoretical background and chapter 5 for the implementation details. All methods were first
tested on a simple trial system with analytical solution but nontrivial topology, the Haldane
model.

The invariant calculations were successful for the trial case of the Haldane model defined
in chapter 6. I performed Wannier charge center and Bott index invariant calculations for a
Haldane model with multiple unit cells in section 6.2. Both methods produced the usual Haldane
phase diagram. The Bott index calculation required a larger system size to converge than the
Wannier charge center method, which only required the definition of a single unit cell. For equal
system sizes, the Bott index method however proved to be much faster. The second system type
investigated was a Haldane system with a domain wall between magnetic flux regions. Transport
calculations for both system types produced the anticipated number of edge modes with some
expected numerical instability in the small energy gap regime.

The invariant calculations for the BLG systems were not successful. This is due to the large
system size, that is required for the suppression of finite size effects. Both invariant calculation
techniques require dense matrix operations with matrices of the order of the size of the system.
These operations are not feasible on current computers and I am not aware of any purely sparse
methods at half filling. Thus it is currently not possible to perform the calculation of topological

77



78 CHAPTER 10. SUMMARY AND OUTLOOK

invariants on the BLG systems presented in this thesis.

The main results of thesis are the LDOS and transmission calculations for various BLG systems
including studies of physically relevant parameters in chapter 9. Both of these calculations were
performed for two transport experiment setups. The first transport experiment is the calculation
for a simple rectangular two-terminal setup I called a Slab. The second transport experiment
was a six terminal setup, which is illustrated in Figure 9.3, that I called a Hallbar. Both of these
correspond to different real experiments, but the Hallbar geometry is optimal to analyze BLG
systems with LSW in the IQHE regime.

Three BLG systems were introduced to model LSWs in epitaxial BLG. The first was a simple
hard wall transition between AB and BA stacking along the zigzag nanoribbon. The second
is a smooth transition due to shear in the upper layer leading to an LSW along the armchair
nanoribbon. The third system is a smooth LSW due to tension implying a transition along the
zigzag nanoribbon.

First, a homogeneous BLG system was considered and magnetoconductance calculations and
LDOS calculations for both setups were performed in section 9.2. The results showed, as expected,
an anomalous IQHE and localized edge modes.

After confirming the appropriate results for the homogeneous model, the simplest mode was
investigated first, the hard wall model. Calculations for fully coupled and decoupled upper layer
were performed in section 9.3 (for explanation of terminology, refer to BLG system description).
The LDOS calculation showed increased density at the material edge and in the region of the
LSW due to conductance parallel to the LSW. The decoupled case showed generally smaller
conductance σBL→BR (contributions to the conductance through the LSW) than the coupled
case. There was no obvious plateau formation in any of the elements of the conductance tensor.
Generally σBL→BR was larger in the center of a plateau and smaller to the edge of one. The
explanation of this was deduced to be the same argument as for the increased cross conductance
at transitions between plateaus. Availability of states, that are delocalized, increases close to
plateau transitions.

The next system discussed was the one, where the LSW was due to a shear in the upper
graphene layer in section 9.4. Just as in case of the hard wall model, there was increased density
in the LSW region leading to conductance parallel to the LSW. The conductance element σBL→BR

however exhibits plateau-like structure in the limit of very large LSW regions. The exact nature
of this plateau formation however is unclear.

The last system type investigated was the BLG model with an LSW due to tension in
section 9.5. As for the previous two cases, there is an increase in density in the LSW region and a
contribution to σBL→BR. The conductance was generally much more chaotic than in the previous
two cases. There is generic plateau formation for large LSW regions just like for the shear LSW
system, but even for very large LSWs, there were still fluctuations of the order of σ0.

After the discussion of all three system types I made sure, none of the discussed features
was a finite-size effect. For this purpose magnetoconductance calculations were performed for
all system types and for three different system sizes in section 9.6. The magnetoconductance
did still have some minor changes in the size regime investigated, but the generic shape of the
magnetoconductance plots had already converged for the smallest system size. I concluded, that
the system sizes chosen for the parameter studies in the other sections were adequate.

Another important numerical system parameter is the cutoff distance for the modeled hopping
integral in the LSW region. In the region of Bernal stacked BLG a nearest neighbour model is
adequate to discuss the IQHE, but in the case of sheared or tensed BLG this was not obvious ab
into. Thus I conducted a parameter study of the cutoff radius for hopping integrals for sheared
and tensed systems in section 9.7. For both sheared and tensed systems, there was a cutoff
distance at which a sudden change in the magnetoconductance occurred, around 1.7acc (where acc
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is the carbon-carbon distance in graphene). After this sudden change there were still changes in
the magnetoconductance with the cutoff distance, but the convergence after the jump was smooth.
For both system types, the conductance was approximately converged after 3.0acc, justifying the
choice of 4.0acc for all other calculations.

All calculations up to this point were performed at the Fermi energy EF = 0.95 eV. This choice
was due to the stronger finite size effects for choices of smaller Fermi energy. For the same reason,
the study of the Fermi energy dependence was performed in a limited energy range in section 9.8.
For all system types, magnetoconductance computations at EF = 0.85 eV, EF = 0.9 eV and
EF = 0.95 eV were compared. Aside from the change in filling of Landau levels due to a different
Fermi energy, the homogeneous system also showed a modification of the IQHE plateau structure
with energy: A shrinking in width of the third plateau. This change also manifested in the
conductances across and parallel to the LSW. Aside from these changes there were minor changes
in magnetoconductance with energy, but the general features like plateau formation remained
invariant under change of Fermi energy.

After the discussion for hard wall, sheared and tensed system the physically most relevant
parameter of each of these systems was investigated in more detail. For the hard wall system
this is the coupling strength in section 9.9, for the sheared system and the tensed system it is
the extent of the respective LSW in section 9.10 and section 9.11. The results of this section
essentially reinforced the ones deduced in the previous sections. The sheared and tensed system
both converge for very large LSW widths. Both exhibit plateau formation in this regime. The
plateau formation in the shear system case is not as chaotic as the tensile system case, where the
fluctuations of order σ0 are persistent even in the large LSW limit. There is no obvious plateau
formation for the HLSW case and the simple hard wall model does not seem to model either the
sheared or the tensed model particularly well.

10.2 Outlook

As of now, there is no apparent method of extending the invariant calculations to bilayer graphene
systems with external magnetic field.

The investigation of the systems proposed is by no means exhaustive. What follows is a list of
possible examinations, that might yield interesting results, also highlighting the limitations of
this research:

• More than one LSW in a system should be thoroughly investigated.

• Modelling entire defect networks is most likely not feasible due to the required system size
being far larger than that of a single defect, which is already quite large.

• Calculations for even larger systems to examine higher Landau levels.

• Interaction between electrons [64] [65] [66] and an eventual investigation of the fractional
quantum Hall regime would be of interest. These discussions, however are not feasible for
large system sizes.

• Calculations for a hard wall model along the armchair nanoribbon and a comparison to the
SLSW system.

• Calculations for an LSW due to a change in numerical interaction cutoff for an otherwise
homogeneous system.
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